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Foreword
A note on nomenclature at the University of Ljubljana: Most Central 

European universities are divided into “faculties”, which are sometimes, in 
turn, divided into departments, and the latter (or the former) into “chairs” 
presided by a professor who covers a certain field of teaching and research. 
This scheme prevails at the University of Ljubljana as well, except that 
“chairs” are not associated with individual professors, but represent a 
group of professors with related areas of teaching and research. Therefore 
in the present booklet we use the term “group” instead of “chair” for the 
latter subdivision.

The present booklet provides some basic facts about the Faculty of Com-
puter and Information Science of the University of Ljubljana pertaining to 
the year 2004. Henceforth, the faculty will be designated by its Slovenian 
initials, FRI.

FRI is the leading teaching and research institution in the field of Compu-
ter Science in Slovenia, and in spite of its comparatively short history it has 
a number of active research groups, as well as a lengthy roster of alumni, 
some of whom have achieved distinction in various fields of computer sci-
ence in Slovenia and abroad.

Due to a continued high demand for graduates in the area of Computer 
Science and “Informatics” (business applications which generally rely on 
the use of data bases) as well as a continued high regard for Computer 
Science in the public’s perception, FRI has avoided the trend of declining 
enrolment in the engineering and science disciplines up to now. However, 
we are definitely not complacent, and we hope to continue to attract promis-
ing students to our various educational and research programs.

There is no doubt that in the age of globalization FRI faces increasing 
competition in all areas; however I might note that we have made encourag-
ing progress in attracting EU Commision’s funding for our research groups, 
our members are involved in some interesting cutting-edge applications, 
and we are on our way to solving our most pressing problem, the shortage 
of space.

This booklet is a contribution to forging new links to the international 
Computer Science community, which is a prerequisite for FRI to successfully 
continue its mission. I hope that readers will find some interesting material 
and be motivated to establish contacts with our members.

Boštjan Vilfan,
Professor of Computer Science and Dean

Prof. Dr. Boštjan Vilfan
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General Information

Dean Prof. Dr. Boštjan Vilfan
Vice Dean for Education Prof. Dr. Viljan Mahnič
Vice Dean for Research Prof. Dr. Blaž Zupan
Head of administration Ana Prosen, dipl. iur. 

Address: 
University of Ljubljana
Faculty of Computer and Information Science
Tržaška cesta 25
SI-1001 Ljubljana
Slovenia

Phone: +386 1 476 84 11

Fax: +386 1 426 46 47

WWW: http://www.fri.uni-lj.si/

E-mail: name.surname@fri.uni-lj.si (for all teaching and research staff)

Note: In the period covered by this publication (2004) the executive positions at FRI were 
occupied by:

Dean Prof. Dr. Saša Divjak
Vice Dean for Education Prof. Dr. Radko Osredkar
Vice Dean for Research Prof. Dr. Aleš Leonardis
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FRI

The Faculty of Computer and Information Science was established in 
1996 when the previous Faculty of Electrical Engineering and Computer 
Science was split into two new faculties. However, the undergraduate 
program in computer science at the University of Ljubljana started in the 
academic year 1973/74, first as an elective program after the second year 
of electrical engineering study, and since 1982 as an independent four 
year program. 

Up till now more than 1600 students completed the undergraduate 
program in computer and information science and obtained the Ing. or 
Dipl. Ing. degree. The postgraduate level more than 236 students obtained 
the Masters degree (M.Sc.) and 69 the Doctoral degree (Ph.D.) in Computer 
and Information science. Currently, there are about 1627 undergraduate 
and 146 postgraduate students at the Faculty. The Faculty has 97 of which 
78 are teaching and research staff. 

The building which houses FRI is shared with the Faculty of Electrical 
Engineering. FRI has 7 teaching laboratories equipped with a total of about 
135 networked personal computers and shares with the Faculty of Electri-
cal Engineering 19 lecture halls. The research laboratories are equipped 
with about 530 personal computers or workstations. The Faculty’s central 
computer serves as the main e-mail and web server. The Faculty’s local 
network is connected to the Internet through the University’s network 
“Metulj” (Butterfly) and the Academic Research Network of Slovenia 
(ARNES). Practically all classrooms are covered by wireless network.

The Faculty has a joint library with the Faculty of Electrical Engineer-
ing. It houses a large collection of books, textbooks and journals and of-
fers access to several on-line services and databases. Both faculties also 
share a publishing department which is engaged primarily in publishing 
textbooks in Slovenian (original and translated) for students. 
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How to Reach Ljubljana

BY AIR 

The Ljubljana airport at Brnik is about 20 km North-West from the 
center of Ljubljana (see Figure 2). It has fairly good connections with other 
European airports (Frankfurt, Munich, London, Zurich, Copenhagen, 
Paris, etc.) and is by Adria, the national Slovenian air carrier, as well as 
number of other major European airlines.

BY PASSENGER CAR 

Ljubljana is connected to all neighbouring countries with a good road 
system and visitors should not encounter problems on their trip.

BY AIR AND RAIL 

Via Austria: By plane to Vienna, Graz or Klagenfurt airport and by train 
or car to Ljubljana (direct trains go twice daily on weekdays) 

Via Germany: By plane to Munich and by train or car to Ljubljana (a direct 
train goes once every day) 

Via Croatia: By plane to Zagreb and by train or car to Ljubljana 

Via Italy: By plane to Venice or Trieste and by train or car to Ljubljana

Figure 1: Slovenia in Europe
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BY RAIL

Ljubljana has good railway links with Austria (Vienna, Klagenfurt, 
Graz), Germany (Munich), Croatia (Zagreb, Rijeka), Hungary (Budapest) 
and Italy (Trieste). The above mentioned cities have good international 
connections with all of the large European cities. Traveling to Slovenia 
by rail from places further afield, is of course less comfortable and not 
necessarily cheaper than air travel. 

Figure 2: Map of Slovenia

Figure 3: Ljubljana – the Faculty is located within the highlighted area (detailed in Figure 4)
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LOCATION OF FRI IN LJUBLJANA

FRI is located in the South-West of Ljubljana (Figure 3) within walking 
distance of most hotels in the center of Ljubljana. To reach the Faculty 
from the center take bus lines 1 (direction “Mestni log”) or 6 (direction 
“Dolgi most”). How to reach FRI by car and where to park your car is 
shown in Figure 4. 

Figure 4: Detailed map of Ljubljana – the lo ca tion of the Fac ul ty is in di cat ed by the 
high light ed yellow square



Educational
Programs



The academic year at the University of Ljubljana is divided into fall 
and spring semesters. The courses in the fall semester begin on October 
1st and end on January 15th. The spring semester courses start on Feb-
ruary 15th and end on May 30th. There are three examination periods: 
winter (January 15th to February 15th), spring (June) and fall (Septem-
ber). Courses consist of lectures, problem solving classes (tutorials), and 
laboratory work. The weekly numbers of hours for each course shown in 
the following tables correspond to lectures, problem solving classes, and 
laboratory work, respectively. The average weekly course load for under-
graduate students is cumulatively 25 hours. In the 2004/05 academic year 
an updated curriculum of the 8-semester (so called “university”) programs 
is starting and the data refers to that program.

FRI participates in several international educational programs, such 
as the European Union SOCRATES/ERASMUS program and the CEE-
PUS program which encourage student and teacher mobility between 
European universities. The study programs of the Faculty of Computer 
and Information Science are registered with the European Federation of 
National Engineering Associations (FEANI) and meet the criteria for the 
title EUR ING. 

UNDERGRADUATE PROGRAMMES 

FRI Science offers three undergraduate educational programs: 

A three-year program (six semesters of lectures, 15 weeks of work in 
industry, 6 months of Diploma thesis work), which leads to the degree 
“Dipl. Ing. Of Computer and Information Science”, 

A four-year “university” program (eight semesters of lectures, 6 months 
of Diploma thesis work), which leads to the degree “University Dipl. Ing. 
Of Computer and Information Science”, and 

A four year interdisciplinary “university” program (eight semesters of 
lectures, 6 months of Diploma thesis work), which leads to the degree 
“University Dipl. Ing. of Computer Science and Mathematics”.
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The entry requirement for the three-year program is completion of a 
four-year secondary education. For the four-year “university” programs 
the national secondary school baccalaureate is mandatory. The three-year 
program is application oriented, while the four-year program offers more 
extensive and in depth theoretical knowledge. Only graduates of the four-
year program can continue their education at the postgraduate level.

The two undergraduate programs consists of a core-curriculum, which 
contains mainly mathematics and theoretical foundations of computer and 
information science courses, and three elective modules, entitled, 

Information Science, 

Computer Systems, and

Computer Software. 

Students must choose one of the three modules after the first year in 
the three-year program and after the second year in the four-year “uni-
versity” program. 

POSTGRADUATE PROGRAMMES

Postgraduate programs at the Faculty of Computer and Information 
Science consist of four semesters of, followed by a Masters thesis, leading 
to a M.Sc. degree and subsequently by a Doctoral thesis leading to a Ph.D. 
degree in Computer and Information Science. Under specified conditions 
students can proceed from the required postgraduate courses to working 
directly on their Doctoral thesis, thus bypassing the Masters thesis. The 
Faculty offers two postgraduate programs: 

Computer and Information Science, 

Information Systems and Decision Making. 
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Four-Year Undergraduate Program

FIRST YEAR

General Courses  Fall Spring 

Discrete Mathematics  3  3  0  3  3  0  
Introduction to Programming I  3  0  3  -  -  -  
Introduction to Computer Architecture I  3  0  3  -  -  -  
Application Software  1  0  4  -  -  -  
Foreign Language (English)  0  3  0  -  -  -  
Calculus I -  -  -  3  1  2  
Introduction to Programming II -  -  -  3  0  3  
Introduction to Computer Architecture II -  -  -  3  0  3  
Total  10  6  10  12  4  8 

SECOND YEAR

General Courses  Fall Spring 

Calculus II  3  3  0  -  -  -  
Introduction to 
Algorithms and Data Structures I  3  1  2  -  -  -  
Introduction to 
Algorithms and Data Structures II  -  -  -  3  1  2  
Business Economics  -  -  -  2  2  0  
Total  6  4  2  5  3  2  

Courses in Information Science  Fall Spring 

Information Systems  3  0  3  -  -  -  
Databases I  3  0  3  -  -  -  
Databases II  -  -  -  3  0  3  
Statistics and Data Analysis  -  -  -  2  2  0  
Information Systems Design  -  -  -  3  0  3  
Total  6  0  6  8  2  6  

Courses in Computer Logic and Systems  Fall Spring 

Logic Structures and Systems I  3  0  3  -  -  -  
Digital Electronics I  3  1  2  -  -  -  
Digital Electronics II  -  -  -  3  1  2  
Input-Output Devices  -  -  -  3  1  2  
Computer Systems Organization -  -  -  2  2  0  
Total  6  1  5  8  4  4  
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Courses in Computer Software  Fall Spring 

Programming Languages  3  1  2  -  -  -  
Introduction to Databases  3  0  3  -  -  -  
Introduction to Information Systems  -  -  -  3  0  3  
Introduction to Probability and Statistics  -  -  -  2  2  0  
User Interfaces  -  -  -  3  0  3  
Total  6  1  5  8  2  6  

THIRD YEAR

General Courses  Fall Spring 

System Software  3  0  2  -  -  -  
Business Functions 2  2  0  -  -  -  
Computer Communications  -  -  -  3  0  3  
Total  5  2  2  3  0  3  

Courses in Information Science  Fall Spring 

Organization Theory  3  0  3  -  -  -  
Accounting  3  0  3  -  -  -  
Application Development 
Tools and Techniques  3  0  3  -  -  -  
Legal and Social Aspects of Informatics  2  0  0  -  -  -  
Project Management 
and Organiz. of Inform. Syst.  -  -  -  3  1  2  
Inform. Syst. Standards 
and Quality Assurance  -  -  -  2  0  1  
Communication Methods -  -  -  2  2  0  
Decision Systems  -  -  -  3  0  3  
Total  13  2  9  10  3  6  

Courses in Computer Logic and Systems  Fall Spring 

Introduction to Computer Graphics  2  0  2  -  -  -  
Introduction to Modelling and Simulation  3  0  3  -  -  -  
Digital Signal Processing  3  1  2  -  -  -  
Real Time Systems  -  -  -  3  0  3  
Logic Structures and Systems II  -  -  -  3  0  3  
Computer Equipment Evaluation -  -  -  2  1  1  
Distributed Structures  -  -  -  2  0  1  
Total  8  1  7  10  1  8  
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Courses in Computer Software  Fall Spring 

Numerical Methods  3  2  0  -  -  -  
Introduction to Modelling and Simulation  3  0  3  -  -  -  
Programming Systems Design I  3  0  2  -  -  -  
Programming Systems Design II -  -  -  3  1  2  
Introduction to Computer Graphics -  -  -  2  0  2  
Applications Development  -  -  -  1  0  2  
Methods of Artificial Intelligence -  -  -  3  0  3  
Total  9  2  5  9  1  9  

FOURTH YEAR

General Courses  Fall Spring 

Practice  15 weeks   -  
Diploma Thesis  -    6 months  
Total  15 weeks  6 months  
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Four-Year “University” 
Undergraduate Program

FIRST YEAR

General Courses  Fall Spring Credits

Calculus I  3  3  0  - - - 7
User Application Software 1 0 3 - - - 4.5
Discrete Structures  3  2  0  - - - 5.5
Physics  3  3  0  - - - 6,5
Programming I  3  0  3  -  -  - 7
Calculus II - - - 3  3  0 6.5
Computer Technologies - - - 3 2 0 5.5
Linear Algebra - - - 2 2 0  4.5
Programming II  -  -  -  3  0  3 7
Switching Circuits and Systems - - - 3  0  3 6.5
Total  13  8  6  14  7  6  60

SECOND YEAR

General Courses  Fall Spring Credits

Algorithms and Data Structures I  3  0  3  -  -  - 7
Computer Systems Architecture I  3  0  3  - - - 7.5
Foreign Language (English)  0  3  0  -  -  -  3.5
Introduction to Information Theory  3 2  0  - - - 6
Probability Theory and Statistics  3 2 0 - - - 6
Algorithms and Data Structures II  -  -  -  3  0  3  6.5
Computer Systems Architecture II -  -  -  3  0  3 6.5
Computer Communications and Networks - - - 3 0 2 5
Modeling and Simulation - - - 3 0 3  6
Numerical Methods  -  -  -  3  0  3 6
Total  12  7  6  15  0  14  60 

THIRD YEAR 

Common Courses  Fall Spring Credits

Business Economics  2  1  0  -  -  -  3.5
PT  -  2  -  - - -  -
Total  2  1  0  - - - 3.5
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Information Science Module Fall Spring Credits

Databases I 3  1  2 - - -  6.5
Information Systems  3  1  2  - - - 7
Operating Systems Fundamentals 3 0 3 - - - 6.5
Software Development 
Project Management 3 1 2 - - - 6.5
Information Systems Development - - - 3 1 2 6
Decision Models and Systems - - - 3 3 0 6
Operations Research - - - 2 0 2 4.5
Multimedia Systems - - - 2 0 1 3.5
Theory of Organization - - - 2 0 0 4.5
Databases II - - - 3 1 2 6,5
Total  14  4  9  15  5  7  60

Computer Systems Module Fall Spring Credits

Graphic Techniques and Procedures 3 0 3 - - - 6.5
Logic Design Methods 3  0 3  - - - 7
Computer Organization  3 0 3 - - - 6.5
Operating Systems  3 0 3 - - - 6.5
Digital Electronics - - - 3  0 3 6.5
Distributed Systems and Technologies  - - - 3 1 2 7
Input-Output Devices and Systems  - - -  3  0  3 6.5
Fundamentals of Information Systems  - - - 2 0 1 3.5
System Software  - - - 3 0 3 6.5
Total  14  1  12  14  1  12  60

Computer Software Module Fall Spring Credits

Operating Systems I 3 0 3 - - - 6.5
Fundamentals of Databases  3  1  2  -  -  -  6.5
Theoretical Fundamentals        
of Computer Science I 3  3  0  -  -  - 7
Project Management 3 1 2 - - - 6.5
Operating Systems II - - - 3 0 3 6.5
Principles of Programming Languages
and Symbolic Programming - - -  3  3  0 7
Computer Graphics - - - 3 0 3 6.5
Fundamentals of Information Systems  - - - 2 0 1 3.5
Theoretical Fundamentals   
of Computer Science II - - - 3 3 0 6.5
Total  14  6  7  14  6  7  60
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FOURTH YEAR

Common Courses  Fall Spring Credits

Computer Systems Performance 
and Evaluation  3  0  3  -  -  -  6.5
Business Functions - - - 2 1 0 3.5
Total  3  0  3  2  1  0  10

Information Science Module Fall Spring Credits

Methods of Communication  3  0  3  -  -  -  6.5
Design and Management 
of Information Systems  3  1  2   - - - 6.5
Business Analysis  2  0  2  - - - 4
Electronic Business 3 0 3 - - - 6.5
Distributed Information Systems  - - - 3  0  3  7
Information Systems Technology  - - -  3  0 3 7
Artificial Intelligence - - - 3 2 1 7
Information Society - - - 3 0 2 5.5
Total  14  1  13  14  3  9  60

Computer Systems Module Fall Spring Credits

Soft Computing Methods 3  3 0  - - - 6.5
Optical- and Nanotechnologies- 3 0 3 - - - 6.5
Digital Signal Processing 3 0 3 - - - 7
Seminar 0 0 3 - - - 3.5
Parallel Architecture of Computers - - - 3 0 3 7
Process Informatics - - - 3 0 3 6.5
Computer Reliability and Diagnostics  - - -  3  0  3 6.5
Telematics - - - 3 3 0 6.5
Total  12  3  12  14  4  9  60

Computer Software Module Fall Spring Credits

Digital Signal Processing  3  0  3 - - - 6
Machine Perception 3 0 3  - - - 6
Artificial Intelligence I 3 2 1 - - - 6
Compilers  3  0  2  - - - 5.5
Intelligent Distributed Software
Technologies 3 0 3 - - - 7.5
Software Technology - - - 3 0 3 7
Knowledge Engineering - - - 3 2 0 6
Artificial Intelligence II - - - 3 1 1 6
Total  15  2  12  14  4  7  60
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Four-Year “University” 
Interdisciplinary Program 
“Computer Science and 
Mathematics”

FIRST YEAR

Course Fall Spring Credits

Calculus 1 3 3 0 - - - 8
Discrete Mathematics 1 3 2 0 - - - 7
Computer Lab 1 0 3 - - - 6
Introduction to Programming 1 2 0 2 - - - 6
Calculus 2 - - - 3 3 0 8
Discrete Mathematics 2 - - - 3 3 0 8
Introduction to Programming 2 - - - 2 0 2 6
Linear Algebra 1 - - - 2 2 0 6
Tutorial 0 0 2 0 0 2 5
Total 9 5 7 10 8 4 60

SECOND YEAR

Course Fall Spring Credits

Linear Algebra 2 2 2 0 - - - 5
Numerical Methods 1 2 0 2 - - - 5
Algorithms and Data Structures 1 3 0 3 - - - 7
Computer Architectures 1 3 0 3 - - - 7
Theory of Programming Languages 2 0 2 - - - 5
Algorithms and Data Structures 2 - - - 3 0 3 7
Calculus 3 - - - 3 3 0 7
Combinatorics - - - 3 3 0 7
Numerical Methods 2 - - - 2 0 2 5
Declarative Programming - - - 2 0 2 5
Physical Education 0 0 2 0 0 2 -
Total 12 2 10 13 6 7 60
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THIRD YEAR

Course Fall Spring Credits

Introduction to Data Bases 3 1 2 - - - 6
Probability and Statistics 3 3 0 - - - 7
Computability Theory 3 3 0 - - - 7
Operating Systems 3 0 3 - - - 7
Optimization - - - 3 0 3 7
Computational Complexity - - - 3 3 0 7
Computational Geometry - - - 3 0 3 7
Computer Graphics - - - 3 0 3 7
Elective* - - - 2 2 0 5
PT 0 0 2 0 0 2 -
Total 12 7 5 14 5 9 60

FOURTH YEAR

Course Fall Spring Credits

Cryptography and Coding Theory 1 2 2 0 - - - 5
Artificial Intelligence 1 3 2 1 - - - 6
Communication Theory 2 2 0 - - - 4.5
Elective* 6 6 0 - - - 15
Cryptography and Coding Theory 2 - - - 2 2 0 5
Artificial Intelligence 2 - - - 3 1 1 5
Alternative Models of Computation - - - 2 2 0 4.5
Elective* - - - 6 6 0 15
Total 13 12 1 13 11 1 60
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ELECTIVE COURSES

Course Fall Spring Credits

Symbolic Computing 2 0 2 - - - 5
Algorithms for Discrete Structures 2 0 2 - - - 5
Topics in Data Analysis 2 0 2 - - - 5
Logic in Computer Science 2 2 0 - - - 5
Scientific Communication 2 2 0 - - - 5
Computer Perception 2 0 2 - - - 5
Real Time Systems 2 0 2 - - - 5
Soft Computing 2 2 0 - - - 5
System Performance Analysis 2 0 2 - - - 5
Case Studies in Data Mining 2 0 2 - - - 5
Approximative Algorithms - - - 2 2 0 5
Graph Theory - - - 2 2 0 5
Operational Research - - - 2 0 2 5
Dynamical Systems - - - 2 2 0 5
Topics in Data Structures - - - 2 0 2 5
Computer Architectures 2 - - - 2 0 2 5
Machine Learning - - - 2 2 0 5
Pattern Recognition - - - 2 0 2 5
Computer Vision - - - 2 0 2 5
Human Machine Interaction - - - 2 2 0 5
Modeling and Simulation - - - 2 0 2 5
Fault Tolerance 
and Computer System Diagnostics - - - 2 2 0 5
Distributed Systems and Technologies - - - 2 0 2 5
Distributed Information Systems - - - 2 0 2 5



24 Faculty of Computer and Information Science

Computer and Information Science 
Postgraduate Program

The postgraduate curriculum in Computer and Information Science 
is comprised of:

six required courses (30 hours each), 

four elective courses (30 hours each), 

two seminars (150 hours). 

The total postgraduate course work consists of 450 hours. 

FIRST YEAR

Courses (30 hours) Fall Spring 

Selected Topics in Symbolic Computation 
and Computer Arithmetics 30 hours  
Analysis of Algorithms 30 hours  
Theory of Computer Languages    30 hours 
Theory of Computational Procedures    30 hours 
Elective Course 30 hours  
Elective Course    30 hours 

SECOND YEAR

Courses (30 hours) Fall Spring 

Architecture and Organization 
of Computers 30 hours  
Theory of Information Systems    30 hours 
Elective Course 30 hours  
Elective Course    30 hours 
Seminar 75 hours  75 hours 

ELECTIVE COURSES (30 HOURS EACH)

Selected Topics in Computer Architecture 

Reliability of Computer Systems 

Multiprocessor Architectures and Parallel Algorithms 

Artificial Intelligence Methods 

Digital Signal Processing 

Cellular Automata and Parallel Processing 

Neural Networks 
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Integrated Computer Support of Manufacturing 

Databases 

Concepts for Modeling of Visual Information 

Special Course in Information Science 

Special Course in Operations Research 

Special Course in Programming Technology 

Methods of Applied Mathematics 

Selected Topics in Combinatorial Mathematics 

Machine Learning 

Logic 

Approximation and Randomized Algorithms 

Cryptography and Computer Security 

Differential and Computational Geometry 

System Methods 

Distributed and Decentralized Information Systems 

Decision Systems 

Interpersonal Relations and Communication 

Information Systems Development Tools 

Project Management 

Multimedia Techniques 

Selected Topics of Economics 

Automation of New Public Management 

Information Systems in Natural Sciences and Technology 

Information Systems and Public Administration 

Reengineering of Business Processes 

Information Systems Quality and Standardization 

Information Systems Sociology – Information Society 

Statistical Information Systems 

Reliability of Computer Systems 

Visual Information Handling 

Operational Research in Information Science 

Fuzzy Logic Based Decision Making 

Portfolio Management 

Macroeconomics Modeling 

Computer Networks with Services 
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Computer Supported Cooperative Work 

Data Mining and Knowledge Discovery in Databases

Evolutionary Computing

Intelligent Agents

Electronic Business

Computer Structures and Nanotechnologies

Embedded Systems

Numerical Linear Algebra

Topology in Computer Science
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Information Systems and Decision 
Making Postgraduate Program

The program (a total of 450 hours) is comprised of the following: 

two required courses (60 hours each), 

a combination of three to five elective courses (Main elective courses of 
60 hours each, other elective courses 30 hours each), 

seminar (150 hours). 

Semester Courses 

1 Functions and Decision Making (Required course) 
 Elective courses  
2 Information Systems (Required course) 
 Elective courses  
3 Information Systems Development (Main elective course)
 Management and Theory of Organization (Main elective course)
 Information Systems Management in Business Systems 
 (Main elective course) 
 Elective courses 
 Seminar   
4 Master’s thesis 

ELECTIVE COURSES (30 HOURS EACH)

Elective courses (see page 24) are common to both postgraduate pro-
grammes, i.e., Computer and Information Science and Information Sys-
tems and Decision Making. 



Research 



Research activities (as well as most Diploma, Master, and Doctoral the-
ses research) at FRI are performed in fifteen research laboratories which 
are organized in six groups. 

The main sources of research funding are the Ministry of Higher Edu-
cation, Science and Technology, Slovenian Research Agency, Ministry of 
Defense, European Union programs (6th FP, COST), various bilateral pro-
grams: USA–Slovenian, French–Slovenian (Proteus), Austrian–Slovenian, 
Czech–Slovenian, Norwegian–Slovenian, Portuguese–Slovenian, and 
UK–Slovenian (ALINK). The Ministry of Higher Education, Science and 
Technology, together with the Slovenian Research Agency, also supports 
the majority of postgraduate students by means of individual scholarships. 
Many application projects are financed by Slovenian companies. 

For more information consult the Web pages of individual laboratories 
which are all accessible from the Faculty’s home page. 

SOFTWARE GROUP

Laboratory for Computer Graphics and Multimedia 
Laboratory for Biomedical Computer Systems and Imaging

COMPUTER LOGIC, SYSTEMS AND NETWORKS GROUP

Laboratory for Adaptive Systems and Parallel Processing 
Laboratory for Computer Architecture 
Computer Communications Laboratory
Computer Structures and Systems Laboratory 

INFORMATICS GROUP

Information Systems and Database Systems Laboratory 

THEORETICAL COMPUTER SCIENCE GROUP

Laboratory for Algorithms and Data Structures 
Laboratory for Architecture and Signal Processing
Software Engineering Laboratory

ARTIFICIAL INTELLIGENCE GROUP

Computer Vision Laboratory
Visual Cognitive Systems Laboratory
Artificial Intelligence Laboratory
Laboratory for Cognitive Modeling 

MATHEMATICS AND PHYSICS GROUP

Laboratory for Mathematical Methods in Computer and Information 
Sciences
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Laboratory for Computer Graphics 
and Multimedia

Head: Professor Dr. Saša Divjak

Fax: (+386 1) 42 64 647

Phone: (+386 1) 47 68 + ext.

WWW: http://lgm.fri.uni-lj.si/

Staff E-mail  Ext.

Professor Dr. Saša Divjak sasa.divjak@fri.uni-lj.si   483
Assistant Dr. Roman Dorn  roman.dorn@fri.uni-lj.si   483
Assistant Dr. Marko Privošnik  marko.privosnik@fri.uni-lj.si  483
Assistant Dr. Matija Marolt matija.marolt@fri.uni-lj.si   483
Assistant Dr. Alenka Kavčič  alenka.kavcic@fri.uni-lj.si   483
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RESEARCH ACTIVITIES

The Laboratory of Computer Graphics and Multimedia is involved in 
several activities related to multimedia technologies, computer-based 
education and learning, human-computer interaction, and virtual and 
augmented reality. The laboratory is a member of the international con-
sortium CoLoS, together with 18 European and some other Universities. 
The main area of interest of CoLoS consortium is computer supported 
conceptual learning of natural sciences. The laboratory also cooperates 
with Microsoft in introducing new software technologies.

The main ongoing research activities in the laboratory are dedicated 
to development of multimedia tools and applications, grid computing, 
and educational applications, especially interactive learning and didactic 
simulation of natural phenomena.

Several studies were started as part of Ph.D. researches, including 
emergent multi-agent systems, music information retrieval and adaptive 
hypermedia systems in education. Research on emergent multi-agent sys-
tems focuses on construction of cooperative behaviour in complex systems 
using evolutionary computation and emergence to design global behaviour 
of the systems. In music information retrieval researches, the focus is on 
extraction of higher-level cognitive parameters (melody, harmony, rhythm) 
from audio signals. The research from the field of adaptive hypermedia 
deals with the problems of describing user’s knowledge considering the 
uncertainty in its description and focuses on educational systems, which 
can adapt their functional features to the individual user.

In the past, members of the laboratory cooperated with other research 
groups in the development of military training systems, medical imaging 
applications, various simulation tools for computer supported industrial 
automation, including robotized environments, and computer supported 
quality control and management systems.
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TEACHING

Programming 2 (C and Java), Operating Systems, Computer Graphics, 
Multimedia Technologies, Computer Integrated Manufacturing.

EQUIPMENT

The laboratory is equipped with several computers, printers, scanners, 
presentation and videoconferencing equipment, and some virtual reality 
equipment. Professional software tools for 3D design, visualization, ani-
mation, and video editing are also available.

CURRENT PROJECTS

Hands on Science (Socrates Comenius, 110157-CP-1-2003-1-PT-COMEN-
IUS-C3).

Conceptual Learning of Natural Sciences CoLoS.

AgentGrid: Design of multi-agent systems using GRID (CRP, V2-0129).

GRIDForum.SI: Grid infrastructure for virtual organizations (CRP, V2-
0890).

Technologies for education and development of innovative environments 
(Centres of excellence).

First Click on Slovene, a multimedia CD for learning Slovene as a foreign 
language (interdisciplinary project under supervision of American Em-
bassy in Ljubljana).

Digital archive OSNP (with Science Research Centre of the Slovenian 
Academy of Sciences and Arts).

Exploring a 3D world by means of virtual reality
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SOME PAST PROJECTS

Informatization of educational institutions (CRP, V5-0668-02).

Didactical aspects of the use of information technologies - IKT (teaching 
and learning) (CRP, V5-0638-02).

Chemistry through computer simulations (CRP, V5-0646-02).

Teaching using new technologies for persons with special needs (hearing 
impaired) (CRP, V5-0639-02).

Thematic Network European Computing Education and Training (213871-
CP-1-2001-1-BG-ERASMUS-TN).

WebKit, Intuitive Physical Interface on the Web (IST-2001-34171-WEB-
KIT).

Partial music transcription for searching collections of musical samples 
(Z2-4443-1539-02).
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33, No. 1, 2004.
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ences to medicine. Comput. appl. eng. educ., 2003, Vol. 11, No. 3, pp. 
116–131.

S. Divjak. Examples and advantages of continuous education by means 
of videoconference technologies. Lifelong learning in the digital age sus-
tainable for all in a changing world: IFIP Technical Committee 3 (Educa-
tion), Lifelong Learning Working Track in the IFIP conference, E-training 
practices for professional organisations, Pori, Finland, 7–11 July 2003, 
(IFIP, 137). Boston; Dordrecht; London: Kluwer Academic, cop. 2004, 
pp. 67–77. 2003.

A. Kavčič, R. Pedraza-Jimenez, H. Molina-Bulla, F. J. Valverde-Albacete, 
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proceedings. Piscataway: IEEE, cop. 2003, Vol. 2, pp. 379–383.

M. Vrtačnik, M. Fir, D. Dolničar, S. Divjak, A. Vahčič. Zasnova interak-
tivnega navideznega kemijskega laboratorija. Vzgoja in izobraževanje v 
informacijski družbi, (Organizacija, Letn. 36, 2003, št. 8). Kranj: Moderna 
organizacija, 2003, pp. 532–537.

S. Divjak. Multimedia supported approaches to computer graphics teach-
ing, Proceedings of the International Conference on Computer Systems 
and Technologies (e-Learning): CompSys Tech’2002, Bulgarian Chapter 
of ACM-acmbul&UAI, cop., 2002.

S. Divjak. JavaScript i upravlenie komp’juternymi eksperimentami, 
Komp’juternye instrumenty v obrazovanii, 2002, pp. 120–127.

A. Kavčič, M. Privošnik, M. Marolt, S. Divjak. Educational hypermedia 
system ALICE: an evaluation of adaptive features, Advances in multi-
media, video and signal processing systems, (Electrical and computer 
engineering series), WSEAS, cop. 2002, pp. 71–76.

M. Privošnik, M. Marolt, A. Kavčič, S. Divjak. Construction of cooperative 
behavior in multi-agent systems, Advances in simulation, systems theory 
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M. Marolt, S. Divjak. On detecting repeated notes in piano music, Proceed-
ings of ISMIR 2002, Paris, France, 2002.
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Laboratory for Biomedical 
Computer Systems and Imaging 

Head: Professor Dr. Franc Jager

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

WWW: http://mimi.fri.uni-lj.si/

Staff E-mail  Ext. 

Professor Dr. Franc Jager  franc.jager@fri.uni-lj.si   780
Assistant Dr. Aleš Smrdel  ales.smrdel@fri.uni-lj.si   247

RESEARCH ACTIVITIES

The laboratory is involved in basic research connected to biomedical 
signal and imaging data. The main research goals are summarized as fol-
lowing:

understanding and describing the physiological phenomena, 

use of the computer in modeling and understanding of physiologic rela-
tionships, 

locally and remotely monitoring physiologic events, graphically displayed 
anatomic details and physiologic functions, visualizing and representing 
biomedical signal and imaging data, 

developing standardized databases to study physiologic mechanisms and 
to evaluate performance and robustness of recognition techniques, 

characterizing data, and establishing the detection criteria and recognition 
techniques to automatize as much as possible the analysis of bioelectric 
patterns, examinations, procedures, and medical practice, in order to 
improve the quality and reliability of the examinations, 

interpret the data and the results qualitatively and quantitatively, 

develop performance measures and protocols to evaluate detection tech-
niques, 

develop biomedical information technologies and software. 

The principal research topic currently underway is the development 
and evaluation of recognition algorithms for accurate detecting of transient 
ischaemic events in biomedical data using the LTST DB (Long-Term ST 
Database).

The second research topic is maintaining, updating and distribution of 
standardized international reference-annotated ECG database LTST DB. 
The database is result of a multinational research effort and contains 86 
24-hour ambulatory recordings with a number of human-annotated tran-
sient ischaemic and non-ischaemic ST events. The database is intended 
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to serve as a reference set in evaluating the performance of ST analyzers, 
and as a reference set to study physiologic mechanisms responsible for 
ischeamia. See:

http://www.physionet.org/physiobank/database/ltstdb/ 

and 

http://www.physionet.org/challenge/2003/.

The next research topic is development of interactive graphic user 
interface editing tools (SEMIA – semi-automatic) to visualize, display 
and annotate long-term electrocardiograms. SEMIA, version 3.0.1, to view 
diagnostic and morphology feature-vector time series, and to examine hu-
man annotations of the LTST DB is under GNU General Public Licence 
and is available from: 

http://www.physionet.org/physiobank/database/ltstdb/semia/.

The next research topic is the characterization of temporal patterns 
of transient ischaemic events and time-frequency representations of 
diagnostic parameters in ambulatory ECG signals. The goals are to dif-
ferentiate physiologic mechanisms generating ischaemia and predicting 
impending ischaemia. 

Another important contribution of the laboratory to the world com-
munity is interactive graphic tool EVAL_ST to evaluate performance and 
robustness of ischaemia analysers. The tool is under GNU General Public 
Licence and is available from:

http://www.physionet.org/physiotools/eval_st/.

Another topic concerns the investigation and assessment of effective 
methods for monitoring patients affected by cardiovascular diseases, 
outside the specialized cardiac units, through computer analysis and the 
interpretation of non-invasive bio-signal data, with the ultimate goal of 
cardiac telemonitoring via the Internet. 

The Laboratory supports a Web mirror site (http://physionet.fri.uni-
lj.si) for a part of Europe to the PhysioNet Web site (http://www.physi-
onet.org) which is located at the Massachusetts Institute of Technology 
in Cambridge, USA. Maintaining of the PhysioNet Web site is supported 
by the U.S. National Institutes of Health. Physionet offers free access via 
the Web to large collections of recorded physiologic signals and related 
open-source software. 

TEACHING

Graphic Techniques and Procedures, User Interfaces, Basics of 
Com-puter Graphics, and System Software. 

EQUIPMENT

The equipment currently consists of two SUN SPARC workstations 
running UNIX Solaris, IBM RS/6000 server B50 running UNIX AIX, Apple 
PowerMac G4 running MacOS X and MacOS 9, several PC computers run-
ning Windows XP and LINUX, and other standard laboratory equipment 
(printers, CD and DVD writers, DAT tape unit). 
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PROJECTS

Automated detection of Transient ST-Segment Changes During Ambu-
latory ECG-Monitoring, U.S.-Slovenian Joint Project, Project #95–158 
(1995–98); funded by the National Institutes of Health, USA, and the Slo-
venian Ministry of Science and Technology; research partner: Biomedical 
Engineering Center, Massachusetts Institute of Technology, Cambridge, 
USA. 

Development of Long Term ST Database (LTST DB) funded by the 
Medtronic, Inc., Mineapolis, USA, (1997–2002), and by the Zymed, Inc., 
Camarrilo, USA (1999–2002); research partners: Massachusetts Institute 
of Technology, Cambridge, USA, Beth Israel Deaconess Medical Center, 
Boston, USA, CNR Institute of Clinical Physiology, Pisa, Italy, University 
Medical Center, Ljubljana, Slovenia, and Department of Systems & Infor-
matics, Firenze, Italy. See also: http://www.physionet.org/physiobank/
database/ltstdb/

Maintaining, updating and distribution of the Long Term ST Database 
(LTST DB), (2002–); research partners: Beth Israel Deaconess Medical 
Center, Boston, USA, and CNR Institute of Clinical Physiology, Pisa, Italy; 
(Database is vailable from: Laboratory of Biomedical Computer Systems 
and Imaging, Faculty of Computer and Information Science, Ljubljana, 
contact: Dr. Franc Jager); Samples of the database are available from: 

http://www.physionet.org/physiobank/database/ltstdb/.

SEMIA, version 3.0, semi-automatic interactive graphic editing tool to annotate 
ambulatory ECG records



Research 37

Metabolic and inborn factors of reproductive health, birth, Research pro-
gram B3-0124 (2004–2009); funded by the Ministry of education, science 
and sport of the Republic Slovenia; research partner: University Medical 
Center, Ljubljana, Slovenia.

VISITS

September 2004: Franc Jager visited the Massachusetts Institute of 
Technology, Cambridge, USA, for one week working on current joint col-
laborative research topics.
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Proceedings, pp. 841–844, Piscataway: IEEE Society Press, 2000.
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Laboratory for Adaptive Systems 
and Parallel Processing

Head: Professor Dr. Andrej Dobnikar

Fax: (+386 1) 4768 369

Phone: (+386 1) 4768 + ext. 

WWW: http://laspp.fri.uni-lj.si/

Staff E-mail  Ext. 

Full Professor Dr. Andrej Dobnikar  andrej.dobnikar@fri.uni-lj.si  382
Assistant Professor Dr. Branko Šter  branko.ster@fri.uni-lj.si   783
Assistant Professor Dr. Uroš Lotrič  uros.lotric@fri.uni-lj.si   874
Lecturer Dr. Mira Trebar  mira.trebar@fri.uni-lj.si   254

RESEARCH ACTIVITIES

Main research activities are concentrated around the following topics:

Neural networks in data mining, prediction, recognition and control 
problems, 

Evolutionary algorithms in optimization problems, 

Identification of real dynamic systems with Recurrent Neural networks,

Fuzzy and Neuro-Fuzzy Controllers,

Process Informatics and Programmable Technologies,

Siemens automation equipment used in Process Informatics Course
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Cellular structures and Complex Systems,

Knowledge extraction from large databases

Parallel processing/programming in GRID environments

TEACHING

Logical Structures and Systems I, II, Elements of Information theory, 
Cellular Structures and Systems, Adaptive Systems, Neural Networks, 
Cellular Automata and Parallel Processing, Digital Structures, Digital 
Electronics II, Distributed Structures, Digital Logic, Logical Circuits and 
Structures, Computer Basics and Programming I.

EQUIPMENT

Cluster of 16 powerful Pentium IV computers, ten PC (Pentium IV) 
computers, five notebooks (Pentium III, IV), four HP laserjet printers (BW, 
colour), HP scanners (BW, colour), digital camera, SW-HW tool ViewLogic 
Office for FPGA design, Khepera mobile robot., Simatic SW-HW equip-
ment.

PROJECTS

Extraction of virtual knowledge from large data bases with soft comput-
ing in GRID technologies, CRP project (MŠZŠ, MID), head prof. dr. A. 
Dobnikar.

Intelligent data minimg in GRID technology, Bilateral project with Uni-
versity of Coimbra, Portugal, head prof. dr. A. Dobnikar

Data mining of rubber mixing and testing data bases with soft computing 
techniques, ARRS project, head prof. dr. Andrej Dobnikar

Relating the Physical Properties of Polymeric Materials by Parallel Im-
plementation of Soft Computing Methods, MŠZŠ project , head ass. prof. 
dr. U. Lotrič.

Computing cluster
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RESEARCH ACTIVITIES

Research activities cover computer architectures, software-hardware co-
design, parallel processing, embedded systems and programmable logic. 

The main research work is dedicated to short SIMD processing and the 
integration of these new processing facilities into high-level programming 
languages. Currently, the most significant activities are development of 
syntax and semantics extensions to the ANSI C in such a way that we 
could use short SIMD processing facilities in C programming language and 
development of its vectorizing compiler which is capable to auto-matically 
extract short SIMD parallelism from loops. We call it MMC (multimedia 
C) language. We have also introduced a new data-dependence test for ar-
ray references with linear subscripts. We have named this test the D-test. 
It is appropriate for the vectorization for modern SIMD microprocessors 
and is more accurate than existing tests. The test takes into account the 
architectural properties of modern SIMD microprocessors and allows the 
existence of those data dependences in the loops that do not prohibit the 
vectorization for SIMD microprocessors. 

The part of research work is directed toward the development of special 
computer hardware which, through its programmable ALU, is capable 
of performing custom selected functions. We are also working on RISC 
architecture microprocesor named MOVE, and HIP which is programmed 
with VHDL, and then realized with field-programmable gate array (Xilinx 
FPGA Virtex I and II). These architecture is also suitable for the embedded 
system applications. 

TEACHING

Undergraduate level: Digital Structures, Computer Organization and 
Microprogramming, Organization of Computer Systems, Introduction 
to Computer Graphics, Programmable Logic Systems, Architecture and 
Organization of Computer Systems. 

Postgraduate level: Parallel Systems, Architecture and Organization of 
Computers, Selected Topics in Computer Architecture.
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EQUIPMENT

The computing equipment currently consists of several personal com-
puters (PC) running Windows NT/2000 and Linux, Alpha workstation DEC 
3000 AXP running Unix 4.0 and SUN SPARC workstation running UNIX 
Solaris. Almost all PC computers have frame grabbers and video cameras. 
There is also other standard equipment (HP colour scanner, printers, CD 
writers, DAT tape unit, and special Xilinx development protoboards. 
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LNCS 2565, pp. 601–614. 2003.



Faculty of Computer and Information Science44

P. Bulić, V. Guštin. Practical Dependence Analysis in a SIMD Vectorizing 
Compiler. Proceedings of Eleventh Euromicro Symposium on Parallel and 
Distributed Processing, PDP2003, Genova, Italy, 5–7 February, 2003, IEEE 
Press, pp. 41–48. 2003.

V. Guštin, P. Bulić. Introducing the vector C. Proceedings of the 5th In-
ter-na-tional Meeting on High Performance Computing for Computa-
tional Science VECPAR 2002, Part I, Porto, Portugal, 26–28 June, 2002. 
pp. 253–266. 2002.

V. Guštin. Designing the Microprocessor with Abel-HDL, Computer Appli-
cations in Engineering Education, vol. 9, number (2), pp. 87–92, 2001.

P. Bulić, V. Guštin. Macro Extension for SIMD Processing, Proceedings 
of the Seventh International Conference on Parallel Processing Euro-Par 
2001, Manchester, UK, August 2001, pp. 448–451. 

V. Guštin, P. Bulić. Extracting SIMD parallelism from ‘for’ loops, Proceed-
ings of the 30th International Conference on Parallel Processing ICPP 
2001, Valencia, Spain, September 2001, pp. 23–28. 

P. Bulić, V. Guštin. How to Exploit Multiprocessing Features of the SGI 
Origin 200, Electrotechnical Review, vol. 67, number (5), pp. 275–280, 
2000. 

V. Guštin. An FPGA extension to ALU functions. Microprocessors and 
Microsytems, Vol. 22, No. 9, pp. 501–508, 1999. 

V. Guštin, A. Lapajne, R. Kodrič, T. Žitko. Measurement of ski jump dis-
tances by the use of fuzzy pattern comparator. Neural Network World, Vol. 
9, No. 1–2, pp. 43–56, 1999. 

P. Bulić, V. Guštin. Realization of reconfigurable P4 microprocessor. Elec-
trotechnical Review, vol. 66, number (4–5), pp. 327–331, 1999. 

V. Guštin, M. Čufer. Motion detection using fuzzy logic comparator. IEEE 
Trans. on Consumer Electronics, Vol. 41, No. 2, pp. 360–366, 1995. 
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Computer Communications 
Laboratory

Head: Associate Professor dr. Tone Vidmar

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

WWW: http://lrk.fri.uni-lj.si/

Staff E-mail   Ext. 

Associate Professor Dr. Tone Vidmar  tone.vidmar@fri.uni-lj.si   378
Assistant Dr. Mojca Ciglarič  mojca.ciglaric@fri.uni-lj.si   377
Assistant Matjaž Pančur, M.Sc.  matjaz.pancur@fri.uni-lj.si   277
Researcher Andrej Krevl andrej.krevl@fri.uni-lj.si   794

RESEARCH ACTIVITIES

Main research interests of laboratory members are distributed systems 
design and development – especially grid architectures, communication 
security and other security issues, formal validation and testing tech-
niques of communication protocols and distributed processes, computer 
networks design, content networks and peer-to-peer systems, mobile com-
puting, agile methodologies in development of software and information 
systems and service oriented architecture with related technologies. 

In 2004, we have researched most actively the following three areas:

In the area of grid systems we were researching the possibilities of intro-
ducing security mechanisms and digital certificates in an open source grid 
platform within .NET framework. We also evaluated the possibilities of 
executing some popular data-mining algorithms in grid environment.

In the area of software development methodologies, we were researching 
the properties of agile methodologies, especially test-driven development. 
Within a group of our students, we conducted an experiment, compar-
ing the efficiency of test-first and test-last programming and statistically 
evaluated the results.

In the area of distribute systems architecture, we studied the suitability of 
Service Oriented Architecture for use in the military systems, especially 
its appropriateness in the context of Network Centric Operation.

EQUIPMENT

Hardware: 24-port Gigabit Switch Dell PowerConnect 2624, Gigabit 
local network within the Laboratory, direct gigabit optical connection 
to research backbone, Dell Power Vault NAS 745 (4 x 250 GB), Wireless 
LAN Access Point and several Wireless LAN network cards, Bluetooth 
Access Point and several Bluetooth adapters, 10 personal computers with 
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Windows XP or Linux, 4 Windows 2003 Servers, 2 Dell D-600 notebooks, 1 
Panasonic Toughbook Notebook, digital still camera and digital video cam-
era, 2 Compaq/hp Pocket PC, 3 Dell Axim handhelds, several Java-enabled 
mobile phones, ActiveCard SmartCard readers and smart cards, modems, 
Web cameras, printers, scanner and other office equipment, etc.

Software: Several network management tools and utilities, firewalls, 
sniffers; Oracle 10g database and development tools, SharePoint Portal 
Server, Web server, Microsoft development tools and utilities, several 
open-source Java development tools and utilities, Alchemi grid, Activ 
Pack for Windows. 

TEACHING

 Computer Communications, Computer Communications and Net-
works, Planning and Managing Information Systems, Telematic Systems, 
Communications in Distributed Systems (Faculty of Electrical Engineer-
ing), Introduction to Information Systems (Faculty of Social Sciences). 
Introduction to Computer Networks, Computer Networks and Services, 
Distributed and Decentralized Information Systems, Distributed Infor-
mation Systems and Data Integrity (Faculty of Electrical Engineering), 
Computer Networks (Faculty of Mechanical Engineering). 

PROJECTS

In the past, Laboratory of Computer Communications members have 
been engaged in several projects from the areas of computer network 
structure, architecture, design and management (University of Ljubljana 
network backbone), computer network security, distance learning, infor-
mation systems design and management and distributed systems design. 

Communication infrastructure within the Laboratory
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In 2004, the Laboratory members took part in

VIKING – Secure Information-Communication Infrastructure of the Next 
Generation, (Slovenian Target Research Program), supported by Ministry 
of Defense and Ministry of Science, Education and Sport), 2004–2006.

Introducing security mechanisms and digital certificates in GRID environ-
ment, (Open Sorce 2004), supported by Ministry of Information Society, 
2004.

Extraction of virtual knowledge from large databases with soft computing 
and GRID technologies (Slovenian Target Research Program), supported 
by Ministry of Information Society and Ministry of Education, Science 
and Sport, 2003–2005.

Relating the Physical Properties of Polymeric Materials by Parallel Imple-
mentation of Soft Computing Methods, supported by Ministry of Educa-
tion, Science and Sport and Sava d.d., 2003–2005.

Clinical paths data mining with soft computing, supported by Ministry of 
Education, Science and Sport and The University Clinic of Respiratory 
and Allergic Diseases Golnik, 2003–2005.

SELECTED REFERENCES

Content networks and peer-to-peer systems:

M. Ciglarič. Content networks: distributed routing decisions in presence 
of repeated queries. Int. j. found. comput. sci., 2004, vol. 15, no. 3, pp. 
555–566.

M. Ciglarič, M. Trampuš, M. Pančur, T. Vidmar. Message routing in pure 
peer-to-peer networks. In: M.H. Hamza (ed.). 21st IASTED International 
Multi-Confer ence Applied Informatics, February 10–13, 2003 Innsbruck, 
Austria. Applied informatics, (Applied informatics). Anaheim; Calgary; 
Zürich: ACTA Press, cop. 2003, pp. 813–817. 

Distance learning:

M. Ciglarič, T. Vidmar: Use of Internet Technologies for Teaching Pur-
poses, European Journal of Engineering Education, Vol. 23, No. 4, 1998, 
pp. 497 – 502. 

Computer networks, distributed systems and security:

M. Ciglarič, M. Pančur. Vključevanje varnostnih mehanizmov v okolje 
GRID. In: B. Zajc (ed.). Zbornik trinajste mednarodne Elektrotehniške in 
računalniške konference ERK 2004, Portorož, Slovenija. Ljubljana: IEEE 
Region 8, Slovenska sekcija IEEE, 2004, zv. B, pp. 47–50

M. Trampuš, M. Ciglarič, M. Pančur, T. Vidmar: Attacking end users’ ap-
plications by run time modifications. In: M.H. Hamza (ed.). 21st IASTED 
International Multi-Conference Applied Informatics, February 10–13, 2003 
Innsbruck, Austria. Applied informatics, (Applied informatics). Anaheim; 
Calgary; Zürich: ACTA Press, cop. 2003, pp. 997–1002.
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M. Trampuš, M. Ciglarič, M. Pančur, T. Vidmar, A. Krevl, P. Rome, Ž. 
Aksentič, G. Berginc: Using smart cards as a secure storage for digitally 
signed documents. In: B. Zajc (ed.), M. Tkalčič (ed.). The IEEE Region 8 
EUROCON 2003: computer as a tool: 22–24 September 2003, Faculty of 
Electrical Engineering, University of Ljubljana, Ljubljana, Slovenia: pro-
ceedings. Piscataway: IEEE, cop. 2003, vol. 2, pp. 74–78. 

M. Trampuš, M. Ciglarič, M. Pančur, T. Vidmar. Are E-commerce users 
defenceless? In: IPDPS, International Parallel and Distributed Processing 
Symposium, April 22–26, 2003, Nice, France. Proceedings: e-zbornik. Los 
Alamitos (etc.): IEEE Computer Society, 2003, pp. 1–7. 

M. Trampuš, M. Ciglarič, M. Pančur, T. Vidmar, A. Krevl, P. Rome, Ž. 
Aksentič, G. Berginc. Uporaba pametnih kartic za varno hranjenje doku-
mentov. In: M. Bohanec (ed.), B. Filipič (ed.), M. Gams (ed.), D. Trček (ed.), 
B. Likar (ed.). Inteligentni in računalniški sistemi. Kompleksni sistemi v 
e-poslovanju: Proceedings A of the 6th International Multi-Conference 
Information Society IS 2003, 13–17th October, Ljubljana, Slovenia. Lju-
bljana: Institut “Jožef Stefan”, 2003, pp. 155–158. 

T. Vidmar: Informacijsko komunikacijski sistem (Information Commu-
nication System: Scientific monography in Slovene language), Založba 
Pasadena, 841 pages, 2002.

Information systems design and development: 

M. Pančur, M. Ciglarič, M. Trampuš, T. Vidmar. Towards empirical evalu-
ation of test-driven development in a university environment. In: B. Zajc 
(ed.), M. Tkalčič (ed.). The IEEE Region 8 EUROCON 2003: computer as a 
tool: 22–24. September 2003, Faculty of Electrical Engineering, University 
of Ljubljana, Slovenia: proceedings. Piscataway: IEEE, cop. 2003, vol. 2, 
pp. 83–86.

M. Pančur, M. Ciglarič, M. Trampuš, T. Vidmar: Comparison of Frame-
works and Tools for Test-Driven Development, Proc. of the IASTED Int. 
Symposia Applied Informatics, ACTA Press, Feb. 2003, Innsbruck, Aus-
tria.

M. Pančur, M. Trampuš, M. Ciglarič, T. Vidmar. Testno voden razvoj 
v okoljih Java in .NET. In: A. Novaković, N. Schlamberger, M. Indihar 
Štemberger, M. Učak, (eds.). Dnevi slovenske informatike, (Days of Slov-
enian informatics) Portorož, Slovenija, 2003. Proceedings: Slovenska in-
formatika za tretje tisočletje: v družbi najrazvitejših. Ljubljana: Slovensko 
društvo Informatika, 2003, pp. 437–442. 



Research 49

Computer Structures and Systems 
Laboratory

Head: Associate Professor Dr. Niko Zimic

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

WWW: http://lrrs.fri.uni-lj.si/

Staff E-mail  Ext. 

Associate Professor Dr. Niko Zimic  niko.zimic@fri.uni-lj.si   395
Assistant Professor Dr. Miha Mraz miha.mraz@fri.uni-lj.si   372
Assistant Iztok Lebar Bajec, M.Sc. iztok.bajec@fri.uni-lj.si   785
Assistant Andrej Jazbec andrej.jazbec@fri.uni-lj.si   787
Assistant Primož Pečar primoz.pecar@fri.uni-lj.si   786
Technical Assistant Vito Čehovin vito.cehovin@fri.uni-lj.si   371
Retired Professor Dr. Jernej Virant jernej.virant@fri.uni-lj.si   395

RESEARCH ACTIVITIES

The principal scientific research directions of the Computer Structures 
and Systems Laboratory are fuzzy logic applied to distributed processing 
and future processing structures. With respect to these directions the 
latest research was dedicated to modeling of the dynamics of organized 
groups of moving entities (e.g. flocking birds) and to the generalization of 
the binary quantum-dot cell. 

Most of the professional work of the laboratory is carried out through 
different projects for industrial partners and is primarily oriented towards 
wireless computer networks, performance evaluation and reliability 
diagnostics. 

TEACHING

Theory of Switching Circuits, Computer Modeling and Simulation, 
Computer Systems Performance and Evaluation, Computer Reliability and 
Diagnostics, Computer Structures in Nanotechnology, Fuzzy Logic, Logic 
Design of Computers, Computer Equipment Evaluation, and Introduction 
to Modeling and Simulation. 

EQUIPMENT

The laboratory is equipped with several computers four of which are 
Silicon Graphics workstations (Octane, Indigo2) and several Pentium 
4 PC’s. Some of the other equipment available and used in the labora-
tory are printers (HP LaserJet 2420, EPSON Stylus Photo 2100), Wacom 
Intuos3 digitizer, a scanner, video input/output equipment from Silicon 
Graphics, a Hewlett-Packard Logical Analyzer and a Hewlett-Packard 
Oscilloscope. 
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PROJECTS

Mobile Medical Monitoring (in cooperation with Technikum Joanneum, 
Kapfenberg, Austria).

Wireless communication platforms for Iskra Transmission, Ljubljana, 
Slovenia.

Design and implementation of a software support module for wireless 
communication based on Bluetooth standard for ComLand, Ljubljana, 
Slovenia.

Prototype of a self cooking appliance using Bluetooth communication 
between the kitchenware lid and the cooking stove for Poudarek, Domžale, 
Slovenia.

Reliability analysis and redesign of the parliamentary voting system for 
Slovenian National Assembly, Ljubljana, Slovenia.

Analysis of the possibility of Bluetooth based communication use in do-
mestic appliances for Hermes SoftLab, Ljubljana, Slovenia.

WebSET, a 5th Framework EU project.

Design and implementation of a ADSL communication device for Iskra-
TEL, Kranj, Slovenia.

Design and implementation of a FLASH memory file system for IskraTEL, 
Kranj, Slovenia.

Design and implementation of a ISDN telephone device prototype for 
IskraTEL, Kranj, Slovenia.

Computer assisted prediction of wind-driven wild land fire using fuzzy 
logic for Slovnian Ministry of Defence, Ljubljana, Slovenia. 

Product batching based on fuzzy control for IMK, Ljubljana, Slovenia.

Visualization of wind-driven wild land fire prediction by means of fuzzy logic
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SELECTED REFERENCES

I. Lebar Bajec, N. Zimic, M. Mraz, “Simulating flocks on the wing: the 
fuzzy approach,” Journal of Theoretical Biology, vol. 233, no. 2, pp. 199–
220, 2005.

D. Oseli, M. Mraz, N. Zimic, “Design considerations of hardware based 
fuzzy controllers,” WSEAS Transactions on Systems?, vol. 3, no. 2, pp. 
811–816, 2004. 

I. Lebar Bajec, P. Trunk, D. Oseli, N. Zimic, “Virtual coronary cineangiog-
raphy, Computers in Biology and Medicine, vol. 33, no. 3, pp. 293–302, 
2003.

I. Lebar Bajec, D. Oseli, M. Mraz, M. Klemenc, N. Zimic, “PICAMS – Post 
intensive care monitoring system,” Informatica Medica Slovenica, vol. 8, 
no. 1, pp. 20–27, 2003.

D. Oseli, I. Lebar Bajec, M. Klemenc, N. Zimic, “Measurement and analysis 
of radial artery blood velocity in young normotensive subjects,” Infor-
matica Medica Slovenica, vol. 8, no. 1, pp. 15–19, 2003.

M. Mraz, N. Zimic, J. Virant, J. Ficzko, “Fuzzy cellular automata and 
fuzzy sequential circuits,” in Intelligent Systems: Technology and Ap-
plications, C.T. Leondes, Ed. Boca Raton, FL: CRC Press, 2003, vol. 2, 
pp. II-211–II-256. 

M. Mraz, “The design of intelligent control of a kitchen refrigerator,” Math-
ematics and Computers in Simulation, vol. 56, pp. 259–267, 2001. 

M. Mraz, N. Zimic, I. Lapanja, J. Virant, B. Skrt, “Fuzzy techniques in intel-
ligent household appliances,” in Practical Applications of Compu-tational 
Intelligence Techniques, L. Jain and P. De Wilde, Eds., London, UK: Klu-
wer Academic Publishers 2001, pp. 121–145. 

M. Mraz, N. Zimic, I. Lapanja, J. Virant, “Notes on fuzzy cellular au-
tomata,” Journal of the Chinese Institute of Industrial Engineers, vol. 17, 
no. 5, pp. 469–476, 2000. 

J. Virant, N. Zimic, M. Mraz, “T-type fuzzy memory cell,” Fuzzy Sets and 
Systems, vol. 102, pp. 175–183, 1999. 

M. Mraz, N. Zimic, J. Virant, “Intelligent bush fire spread prediction using 
fuzzy cellular automata,” Journal of Intelligent and Fuzzy Systems, vol. 
7, pp. 203–207, 1999. 

J. Virant, Design considerations of time in fuzzy systems, London, UK: 
Kluwer Academic Publishers, 1999. 

J. Virant, N. Zimic, “Attention to time in fuzzy logic,” Fuzzy Sets and 
Systems, vol. 82, pp. 39–49, 1996. 

J. Virant, N. Zimic, “Fuzzy automata with fuzzy relief,” IEEE Transactions 
on Fuzzy Systems, vol. 3, no. 1, pp. 69–74 1995. 
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Information Systems Laboratory

Head: Assistant Professor Dr. Marjan Krisper

Fax: (+386 1) 476 8704

Phone: (+386 1) 4768 + ext.

WWW: http://infolab.fri.uni-lj.si/

Staff  E-mail  Ext. 

Assistant Professor Dr. Marjan Krisper  marjan.krisper@fri.uni-lj.si    388 
Assistant Professor Dr. Tomaž Mohorič  tomaz.mohoric@fri.uni-lj.si   398 
Assistant Professor Dr. Marko Bajec  marko.bajec@fri.uni-lj.si    814 
Senior-Lecturer Dr.Rok Rupnik  rok.rupnik@fri.uni-lj.si      814 
Assistant-Lecturer Aljaž Zrnec, M.Sc.  aljaz.zrnec@fri.uni-lj.si      367 
Assistant-Lecturer Alenka Rožanec, M.Sc.  alenka.rozanec@fri.uni-lj.si   367 
Assistant-Lecturer Damjan Vavpotič, M.Sc.  damjan.vavpotic@fri.uni-lj.si   367
Junior researcher Dejan Lavbič, B. Sc. dejan.lavbic@fri.uni-lj.si   367 
Technical assistant Matej Grom, B.Sc.  matej.grom@fri.uni-lj.si    367

RESEARCH ACTIVITIES

The Information Systems Laboratory is involved in basic research in the 
field of Information and Database Systems. The following primary areas 
of research are currently being pursued:

Software Development Methodologies (SDM). Based on the collaborative 
practice research we strive to define the methodology and supporting 
tools for designing new or adapting existing SDMs. Specifically, we focus 
on the methodology socio-technical suitability to both organisation and 
project-specific requirements. From the topic two PhD theses have been 
developed. An approach for reengineering methodologies (Agile method-
ology framework) and supporting tools (Agile methodology toolset – see 
figure below) present the most important results of this research.

IT/IS Strategy Planning. The strategy planning is one of the research areas 
that have been traditionally present in the Information systems labora-
tory since its existence. In 2004 we published the second edition of the 
methodology that focuses on how to build strategic plans for information 
systems. The methodology is based on many years of practical experiences 
in developing strategic plans for a range of organisations. In the context 
of IT/IS planning we focus research on: IS/IT architectures, information 
systems reengineering, business process reengineering, electronic busi-
ness, and COBIT and other standards. 

Contemporary approaches to software development. In collaboration with 
software companies we do research on the maturity level of the new ap-
proaches to software development. Recently we have been focusing on: 
“Model-driven development”, “Business-rule approach”, and “Method 
engineering”.
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Mobile business and mobile applications. We explore different mobile ap-
plications models focusing on the research of the context-awareness and 
context-aware mobile application model. The results have been presented 
as the Methodology for developing mobile applications.

Intelligent Agents and Multi-Agent Systems. In this area we do research 
on the development of agents – autonomous entities capable of acting in 
its environment. The research encompasses: research on mutual com-
munication among agents using ACL and use of rules in several aspects, 
modelling multi-agent systems, using agent oriented modelling languages 
(AML, AUML) and other agent based methodologies. We focus on utiliza-
tion of intelligent agents and multi-agent systems for business systems and 
their information systems.

Semantic web and knowledge discovery. Research on Semantic Web as 
a next step in the evolution of the Internet is focused on ontologies, rules, 
rule engines and Semantic Web languages. 

Data Mining applications and Decision Support Systems. Our areas 
of interest are innovative approaches for decision support. We combine 
research on this area with the research in the area of mobile applications 
and as result we do research on mobile decision support. We have also 
developed data mining decision support system based on Oracle Data 
Mining API and Engine. In the area of applied research we have created 
several strategic reports on different models of introduction of data mining 
to information systems.

Screenshot of the AMT system

TEACHING

Undergraduate: Information Systems, Design and Management of Infor-
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mation Systems, Selected Topics in Informatics, Theory of Information 
Systems, Information Systems Development, Introduction to Information 
Systems, Databases, and Introduction to Databases.

Postgraduate: Information systems, Information Systems Development, 
and Database Systems.

EQUIPMENT

The computing equipment encompasses about 15 PC workstations 
running Microsoft Windows and Fedora Linux. Single and dual proces-
sor servers are running under various operation systems like Microsoft 
Windows Server, Linux and Solaris. Most powerful servers are hosting 
virtual machines with research environments. All computers are con-
nected over gigabit local network. Meeting place is equipped with wire-
less projector. 

Software equipment consists of Oracle servers and development tools, 
Microsoft development tools and server software, ILOG Business Rule 
Management Suite, and development software tools of vendors like IBM/
Rational, Sybase, MySQL, Apache, Tomcat, JADE...

In 2005 the laboratory has been completely renovated

PROJECTS

The Information systems laboratory has been involved in many research 
and applied projects. The selection of recent project is listed below.

MasterProc – Mastering the development process and information tech-
nologies in developing solutions for electronic business. Research project 
of the Centre of Excellence “Information and Communication Technolo-
gies”. Ministry of Education, Science and Sport, Ministry of the Economy, 
and European Regional Development Fund (ERDF), 2004- 2007.

Research program »Competitiveness of Slovenia 2001-2006«, Research 
project: “A methodology and prototype for business rule management in 
organisations”. Ministry of Information Society and Ministry of Education, 
Science and Sport, 2001- 2004.

Research program “Competitiveness of Slovenia in 2001-2006”. Research 
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project “Design and Development of multiagent systems for innovative 
decision support”, Ministry of education, science and sport, 2004-2005.

Object Oriented Approach to Application Development - based on model-
ling language UML and application framework MAF – release 2.0. Marand, 
d.o.o., 2004-. 

Unified Information Systems Development Methodology (EMRIS), Govern-
ment centre of informatics, 1998-2004.

Applied Research on Multi agent systems and Prototype of Multi agent 
system on JADE platform, Marand d.o.o., 2005-2006.

Information System Development Methodology for Intereuropa IT, d.o.o. 
Intereuropa IT, d.o.o., 2003.

Development of the IT/IS Strategy Plan for Common Functions in Govern-
ment Institutions. Central Government Agency of Informatics, Ljubljana, 
2003-2004.

CRM Implementation in Mobitel GSM, Mobitel, 2002 – 2004.

Renovation and development of information system for School Admin-
istration and Management. Development project funded by the Ministry 
of Information Society, 2001-2002.

Analysis and Development of Mobile and WEB (WAP-WEB) platforms for 
Decision Support and Customer Care, Mobitel, 2000 – 2003.

Development of the IT/IS Strategy Plan for the University of Ljubljana, 
University of Ljubljana, 2000 – 2001.

Development of the IT/IS Strategy Plan for Clinical Centre Hospital 
Ljubljana, Clinical Centre Hospital Ljubljana, 1999 – 2000.

Analysis of the existing IT processes in KAD using COBIT model, Kapi-
talska družba, 2004 – 2005.

SELECTED PUBLICATIONS

Journals and Monographs

BAJEC Marko, MARJAN Krisper. A methodology and tool support for 
business rule management in organisations. Information Systems, Vol.  
30 (2005), pp. 423–443.

RUPNIK, Rok, KRISPER, Marjan. Data Mining Application Systems as a 
New Type of Decision Support Systems (in Slovene). Uporabna informa-
tika (Ljubljana), 2005, Vol. 13, No. 2, pp. 61-73.

RUPNIK, Rok, KRISPER, Marjan, BAJEC, Marko. A new application model 
for mobile technologies. International Journal of Information Technology 
and Management, 2004, Vol. 3, No. 2/3/4, pp. 282-291. 

KODEK, Dušan, KRISPER, Marjan. Optimal algorithm for minimizing 
production cycle time of a printed circuit board assembly line. Int. J. Prod. 
Res., Dec. 2004, vol. 42, no. 23, pp. 5031-5048.

ŠTRUKELJ, Marko, BAJEC, Marko. The comparison of ADO.NET and Hi-
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bernate technologies (in Slovene). Uporab. inform. (Ljubl.), jan./feb./mar. 
2005, Vol. 13, No. 1, pp. 5-16.

BAJEC, Marko, KRISPER, Marjan. Agile Methodologies (in Slovene). Upo-
rabna informatika (Ljubljana), 2003, Vol. 13, No. 2, pp. 61-73.

BAJEC, Marko, KRISPER, Marjan. Managing business rules in enterprises. 
Electro technical Review, 2001, Vol. 68, No. 4, pp. 236-241. 

BAJEC, Marko. Educational portals: a way to get an integrated, user-
centric university information system. In: TATNALL, Arthur (ed.). Web 
portals : the new gateways to Internet information and services. Hershey 
(PA): Idea Group Publishing, cop. 2005, pp. 252-269.

BAJEC, Marko, MAHNIČ, Viljan. Portal as a key component in an inte-
grated, user-centric university information system. Systems integration, 
2003, 10(2), pp. 7-20.

RUPNIK, Rok, KRISPER, Marjan. Context-.aware mobile applications 
(in Slovene). Uporabna informatika (Ljubljana), 2003, Vol. 11, No. 3, pp. 
122-130. 

RUPNIK, Rok, KRISPER, Marjan. Context-aware mobile application 
model. Electro technical Review, 2004, Vol. 71, No. 4, pp. 215-219 

ZRNEC, Aljaž. ebXML Framework. Electro technical Review, 2004, Vol. 
71, No. 4, pp. 185-190.

ZRNEC, Aljaž. Web Services are not Enough. Electro technical Review, 
2004, Vol. 71, No. 5, pp. 249-254.

Conference papers

BAJEC, Marko, KRISPER, Marjan. Issues and challanges in business rule-
based information systems development. In: BARTMANN, Dieter (ed.), 
RAJOLA, Federico (ed.), KALLINIKOS, Jannis (ed.). Information systems 
in a rapidly changing economy : proceedings. Regensburg: Institute for 
Management of Information Systems, cop. 2005, pp. 1-12

BAJEC, Marko, KRISPER, Marjan, RUPNIK, Rok. The scenario for con-
structing flexible, people-focused systems development methodologies. 
In: LEINO, Timo (ed.), SAARINEN, Timo (ed.), KLEIN, Stefan (ed.). Pro-
ceedings of the 12th European conference on information systems. Turku: 
Turku School of Economics and Business Administration, 2004.

RUPNIK, Rok, KRISPER, Marjan. Mobile applications strategic planning. 
In: Proceedings of m>Business 2004: New York: Institute for Technology 
and Enterprise, 2004, pp. 1-12

VAVPOTIČ, Damjan, KRISPER, Marjan. Measuring and improving tech-
nical and social suitability of software development methodology. In: 
DZEMYDIENE, Dale (ed.). Advances in theory, practice and education : 
doctoral consortium : drafts of student papers. Vilnius, 2004, pp. 8-11 

BAJEC, Marko, VAVPOTIČ, Damjan, KRISPER, Marjan. The scenario and 
tool-support for constructing flexible, people-focused systems develop-
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ment methodologies. In: VASILECAS, Olegas (ed.), ZUPANČIČ, Jože (ed.). 
Advances in theory, practice and education : proceedings of the Thirteenth 
International Conference on Information Systems Development, Vilnius, 
Lithuania, September 9-11, 2004. Vilnius: Technika, 2004, pp. 206-217 

VAVPOTIČ, Damjan, BAJEC, Marko, KRISPER, Marjan. Measuring and 
improving software development methodology value by considering tech-
nical and social suitability of its constituent elements. In: VASILECAS, 
Olegas (ed.), ZUPANČIČ, Jože (ed.). Advances in theory, practice and 
education : proceedings of the Thirteenth International Conference on 
Information Systems Development, Vilnius, Lithuania, September 9-11, 
2004. Vilnius: Technika, 2004, pp. 228-238 

VAVPOTIČ, Damjan, BAJEC, Marko, KRISPER, Marjan. Software de-
velopment methodology evaluation model. In: LINGER, Henry (ed.), 
ZUPANČIČ, Jože (ed.). Constructing the infrastructure for the knowledge 
economy : methods and tools, theory and structure. New York [etc.]: Klu-
wer Academic / Plenum Publishers, cop. 2004, pp. 141-153

LAVBIČ, Dejan. Povezava rezultatov iskanja spletnega inteligentnega 
agenta s podatki pomembnimi za poslovne odločitve. In: NOVAKOVIĆ, 
Aleksander (ed.), SCHLAMBERGER, Niko (ed.), INDIHAR ŠTEMBERGER, 
Mojca (ed.), UČAK, Martina (ed.), DROLE, Janja (ed.). Dnevi slovenske 
informatike, Portorož, 14.-16. April 2004. Management in informatika: 
Conference Proceedings. Ljubljana: Slovenian Society Informatika, 2004, 
pp. 670-675

RUPNIK, Rok, KRISPER, Marjan. The role of mobile applications in infor-
mation systems. In: GIAGLIS, G. M. (ed.), WERTHNER, H. (ed.), TSCHAM-
MER, Volker (ed.), FROESCHL, Karl (ed.). Proceedings of m>Business 
2003. Wien: Oesterreichische Computer Gesellschaft, 2003, pp. 367-382
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Laboratory for Algorithms 
and Data Structures

Head: Professor Dr. Boštjan Vilfan

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

Staff E-mail  Ext. 

Professor Dr. Boštjan Vilfan  bostjan.vilfan@fri.uni-lj.si   391
Professor Dr. Borut Robič borut.robic@fri.uni-lj.si   867
Lecturer Dr. Boštjan Slivnik  bostjan.slivnik@fri.uni-lj.si   363
Teaching Assistant Dr. Tomaž Dobravec tomaz.dobravec@fri.uni-lj.si  364
Research Assistant Jurij Mihelič, M.Sc.  jurij.mihelic@fri.uni-lj.si   819
Research Assistant Uroš Čibej, B.Sc.  uros.cibej@fri.uni-lj.si   363

RESEARCH ACTIVITIES

Staff members perform research in the areas of approximation and 
randomized algorithms, algorithms for problems in linear algebra (in 
particular matrix multiplication), combinatorial optimization (routing and 
other problems involving circulant graphs, robustness of the facility loca-
tion problem), parallel computation (mapping and scheduling, algorithms 
in parallel systems, hardware supported multithreading), compiler design 
(parsing methods and attribute grammars), operating systems design, grid 
computing (data replication on Data Grids)

TEACHING

Undergraduate: Algorithms and Data Structures 2, Compiler Design, 
Operating Systems, Operating System Components, Theoretical Com-
puter Science 1, Theoretical Computer Science 2. Introduction to 
Pro gramming 2, Programming Systems Development 1. 

Graduate: Approximation and Randomized Algorithms, Theory of 
Com putation. 

EQUIPMENT 

Equipment consists of a network of PC’s running under Linux and/or 
Windows XP/W2000 plus miscellaneous additional items of computer 
infrastructure offering adequate computational support for the staff as well 
as students performing thesis work, as well as occasional guests. 



Research 59

PROJECTS

Since Autumn 2003 members of the laboratory participate in a two-year 
project ‘’Grid Technology as a Standard Communication-Computing Infra-
structure’’ jointly with the Jozef Stefan Institute and the company XLAB, 
Ltd. (both located in Ljubljana, Slovenia); 

In Summer 2004 the laboratory has obtained a grant for a three-year 
project “Exact and non-exact Algorithms and Techniques.”

In Summer 2004 the laboratory has obrtained a grant for the project 
“Computational Service on GRID Infrastructure”jointly with Jozef 
Stefan Institute and the company XLAB, Ltd. 

SELECTED REFERENCES

U.Čibej, B.Robič. Locating copies of data in grid computing environment: 
a formal model and heuristics. Proc. EWGLA 2004, September 5–8, Saar-
brucken, Germany.

U.Čibej, B.Slivnik, B.Robič. Zahtevnost izboljšave požrešnega podva-
janja podatkov v podatkovnih omrežjih. Zbornik trinajste mednarodne 
Elektrotehniške in računalniške konference ERK 2004, september 2004, 
Portorož, Slovenija. vol. B, pp. 123–126. 

U.Čibej, B.Slivnik, B.Robič. The complexity of static data replication 
in data grids. Parallel Computing (to appear).

T.Dobravec, J.Žerovnik, B.Robič. An optimal message routing algorithm 
for circulant networks. Journal of Systems Architecture (to appear).

T.Dobravec, B.Robič. Shortest paths in semi-directed 2-circulant networks. 
Proc. Theoretical Computer Science, Information Society 2004, Ljubljana, 
October 2004, pp. 189–192.

T.Dobravec, B.Robič. Omejene najkrajše poti v k-krožnih grafih. Zbornik 
B konference ERK 2004, Portorož 2004, pp. 119–122.

P.Korošec, J.Šilc, B.Robič. Solving the mesh-partitioning problem with an 
ant-colony algorithm. Parallel Computing 30(5–6): 785–801, 2004. 

P.Korošec, J.Šilc, B.Robič. Mesh-partitioning with the multiple ant-colony 
algorithm, Proc. 4th Int’l Workshop on Ant Colony optimization and 
Swarm Intelligence, Brussels, Belgium, September 2004, Lecture notes 
in computer science, 3172. 

A. Mahjoub, J.Mihelič, C.Rapine, B.Robič. k-Center problem with uncer-
tainty: flexible approach. Proc. 2nd Int’l Workshop DOM-2004 Discrete 
Optimization Methods in Production and Logistics, July 20–27, 2004, 
Omsk - Irkutsk, Russia, pp. 75–80.

J.Mihelič, B.Robič. Algoritmi za problem najmanjšega vozliščnega pokritja. 
Zbornik B konference ERK 2004, Portorož 2004, pp. 119–122.

J.Mihelič, B.Robič. Facility location and covering problems. Zbornik D 
7. mednarodne multikonference Informacijska družba IS 2004, oktober 
2004, (Informacijska družba). 
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B.Robič, P.Korošec, J.Šilc. Ant colonies and mesh partitioning problem. In 
Olariu S, Zomaya Y.A. Handbook of bioinspired algorithms and applica-
tions. CRC press (in press).

B. Slivnik, B. Vilfan. Improved Error Recovery in Generated LR Parser. 
Informatica 28 (2004), pp. 257--263.

B. Slivnik, U. Čibej, B. Robič. NP-polnost podvajanja podatkov v 
omrežnem računanju. Zb. 12. medn. Elektr. in rač. konference ERK 
2003, 25. – 26. september 2003, Ljubljana, Slovenija, Baldomir Zajc, ed. 
Ljubljana: IEEE Region 8, Slovenska sekcija IEEE, 2003, pp. 421–424. 

J.Šilc, P.Korošec, B.Robič. Combining vector quantization and ant-colony 
algorithm for mesh-partitioning. Proc. Parallel Processing and Applied 
Mathematics. Lecture Notes in Computer Science, vol. 3019, pp. 113–118, 
2004. 

M. Šterk, B.Robič, R.Trobec. Mesh free method applied to diffusion equa-
tion. Proc. Parallel Numerics PARNUM 05 (to appear).

2003 and older:

B. Slivnik, B. Vilfan. An LR parser modification to permit the (almost) 
synchronous production of a left parse. (poster presentation) Microsoft 
Research Academic Conference, Compiler Architecture and Programming 
Languages, Budapest, Hungary, 2003.

U. Čibej, B. Robič. A location science approach to data replication in grid 
computing. In: European working group on locational analysis, 11–13 
September, 2003, Corfu, Greece: XIV meeting 

T. Dobravec, B. Robic, Borut, J. Zerovnik. Permutation routing in dou-
ble-loop networks: design and empirical evaluation. J. Systems Arch. 
Print ed., 2003, vol. 48, pp. 387–402.

T. Dobravec, B. Robic. Računanje omejenih najkrajših poti z uporabo 
minimalne projekcije v omrežjih s tipologijo 2-krožnih grafov. Zb. 12. 
medn. Elektr. in rač. konference ERK 2003, 25. – 26. september 2003, 
Ljubljana, Slovenija, Baldomir Zajc, ed. Ljubljana: IEEE Region 8, 
Slovenska sekcija IEEE, 2003, pp. 421–424. 

T. Dobravec, B. Robic, B. Vilfan. Dynamic shortest path routing in 
2-circulants. Proc. 17th Int’l Symp. Comp. and Inf. Sc., ISCIS XVII, 
Orlando, Florida, October 28–30, 2002, pp. 332–336. 

T. Dobravec, B. Robic, B. Vilfan. Restricted shortest paths for routing in 2-
circulant networks. Proc. Communications and Computer Networks CCN 
2002, Cambridge, Massachusetts, November 4–6, 2002, pp. 287–292.

P. Korošec, J. Šilc, B. Robič. Solving the mesh-partitioning problem with 
an ant-colony algorithm. Parallel Computing. (special issue, to appear). 

P. Korošec, J. Šilc, B. Robič. A multilevel ant-colony optimization al-
gorithm for mesh partitioning. Int’l J Pure and Applied Mathematics 
5(2): 143–159, 2003. 

J. Mihelic, B. Robic. A genetic algorithm for the k-center location problem. 
European working group on locational analysis – abstracts, pp. 40, 2003. 
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J. Mihelič, B. Robič. Algorithms for center location. Elektrotehniški 
vestnik. 70(3): 162–166, 2003.

J. Močnik, R. Trobec, B. Robič. Integration of load balancing in CORBA 
environment. Parallel Algorithms and Applications. 18: 99–105, 
2003.

B. Robič, Approximation Algorithms (Slovenian). Založba FE in FRI, 
2002. 

B. Robič, P. Korošec, J. Šilc. Ant colonies and mesh partitioning prob-
lem. In Olariu S, Zomaya Y.A. Handbook of bioinspired algorithms 
and applications. CRC press (to appear).

B. Slivnik. Combination of Knuth and Lewis-Stearns syntax analyzers 
with minimal use of Knuth’s analysis (in Slovene), PhD disertation, 
University of Ljubljana, 2003.

B. Slivnik, U. Čibej, B. Robič. NP-polnost podvajanja podatkov v 
omrežnem računanju. Zb. 12. medn. Elektr. in rač. konference ERK 
2003, 25. – 26. september 2003, Ljubljana, Slovenija, Baldomir Zajc, 
ed. Ljubljana: IEEE Region 8, Slovenska sekcija IEEE, 2003, pp. 421–
424. 

B. Slivnik, B. Vilfan. An LR parser modification to permit the (almost) 
synchronous production of a left parse. (poster presentation) Microsoft 
Research Academic Conference, Compiler Architecture and Programming 
Languages, Budapest, Hungary, 2003.

B. Slivnik, B. Vilfan. Improved error recovery in generated LR pars-
ers. Proc. 6th Int’l Conf. INFORMATION SOCIETY IS 2003, Ljubljana, 
Slovenia, 2003.

J. Šilc, P. Korošec, B. Robič. Combining vector quantization and ant-
colony algorithm for mesh partitioning. Lecture Notes in Computer 
Science vol.3019 (to appear).

T. Ungerer, B. Robic, J. Silc. Multithreaded Processors. Computer Journal, 
Vol.45, No.3, 2002, pp. 320–348. 

T. Ungerer, B. Robič, J. Šilc. A survey of processors with explicit 
multi threading. ACM Computing Surveys vol 35, no.1, March 2003, 
pp. 29–63.

FURTHER INFORMATION 

See the following Web pages:

http://lalg.fri.uni-lj.si/~vilfan/

http://lalg.fri.uni-lj.si/~borut/

http://sliva.fri.uni-lj.si/~sliva/

http://kepa.fri.uni-lj.si/
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Laboratory for Architecture and 
Signal Processing

Head: Professor Dr. Dušan M. Kodek

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext.

WWW: http://laps.fri.uni-lj.si/ 

Staff E-mail  Ext. 

Professor Dr. Dušan M. Kodek duke@fri.uni-lj.si    392
Lecturer Igor Škraba, M.Sc.  igor.skraba@fri.uni-lj.si    374
Assistant Robert Rozman, M.Sc.  robert.rozman@fri.uni-lj.si   374
Assistant Andrej Štrancar, M.Sc.  andrej.strancar@fri.uni-lj.si   374
Assistant Damjan Šonc, M.Sc.  damjan.sonc@fri.uni-lj.si    374
Technical Assistant Zvonimir Petkovšek zvonimir.petkovsek@fri.uni-lj.si  374

RESEARCH ACTIVITIES

The Laboratory for Architecture and Signal Processing is dedicated to 
research, undergraduate, and postgraduate education in computer archi-
tecture and digital signal processing. The laboratory is engaged in national 
and international research projects, which include development projects 
for the industry. The following primary areas of research are currently 
being pursued:

1. In Computer Architecture: Design and development of special-purpose 
computers, both hardware and software. Comparative studies of RISC vs. 
CISC processors. DSP processor design and architecture. Cache replace-
ment and coherence preservation strategies. Input/output architectures.

2. In Digital Signal Processing: Design and development of algorithms, 
hardware and software. Complexity of integer minimax approximation 
problem. Theoretical aspects and performance bounds for finite word-
length digital filters. A general purpose finite word-length FIR design 
program has been developed during the course of this work. Spectrum and 
vibration analyses. DSP processor applications. A low-cost DSP processor 
based spectrum analyzer has also been developed.

3. In Speech Processing: Speech recognition over telephone lines. Consid-
erable experience from collaborating on the COST-232 European project 
has been acquired. The laboratory contributed to the collection of the 
European multi-English database. In the framework of a project with the 
Slovenian Telekom one of the first real-time systems for speaker-indepen-
dent recognition of Slovenian digits and control words over the telephone 
has been developed. A national database of 780 speakers from all across 
Slovenia has been collected. A new technique that uses asymmetrical 
window functions for feature extraction is being evaluated.
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TEACHING

Undergraduate level (5-year ”University” program): Computer Architec-
ture 1, Computer Architecture 2, Digital Signal Processing, Input/Output 
Systems. 

Undergraduate level (4-year program): Principles of Computer Architec-
ture 1, Principles of Computer Architecture 2, Digital Signal Processing, 
Input/Output Devices. 

Postgraduate level: Architecture and Organization of Computer Systems, 
Digital Signal Processing. 

EQUIPMENT

Computing equipment consists of PC computers running Windows 
and/or Linux operating systems, scanners, and printers. The special 
equipment for speech and digital signal processing consists of internal 
and external DSP boards with several different DSP processors from Texas 
Instruments and Analog Devices. In addition to standard general-purpose 
software, the laboratory also has a speech recognition software tools like 
HMM Toolkit, CSLU Toolkit, and a real-time working demo of an isolated 
word recognition system over the telephone line.

PROJECTS

Adaptive system for computer recognition of Slovenian speech. Research 
project funded by the Slovenian Ministry of Education, Science, and Sport 
and the Ministry for Information Society (2003–2005).

A scheduling algorithm for the optimal cycle time of a printed circuit 
board assembly line. Research project within the scope of Algorithms 
and complexity.

Finite word-length minimax approximation algorithm. Research project 
within the scope of Algorithms and complexity.

Evaluation of asymmetrical window functions in a speech recognition 
system. An independent postgraduate student research project.

User friendly human-machine interface using the speech technologies. 
An independent postgraduate student research project.

SELECTED REFERENCES

D. M. Kodek. Design of optimal finite word-length FIR digital filters using 
integer programming techniques. IEEE Transactions on Acoustics, Speech 
and Signal Processing, ASSP-28, pp. 304–308, 1980.

D. M. Kodek and K. Steiglitz. Filter-length word-length tradeoffs in FIR 
digital filter design. IEEE Transactions on Acoustics, Speech and Signal 
Processing, ASSP-28, pp. 739–744, 1980.

D. M. Kodek and K. Steiglitz. Comparison of optimal and local search me-
thods for designing finite word length FIR digital filters. IEEE Transactions 
on Circuits and Systems, CAS-28, pp. 28–32, 1981.
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D. M. Kodek. Conditions for the existence of fast number theoretic trans-
forms. IEEE Transactions on Computers, C-30, pp. 359–361, 1981.

W. P. Niedringhaus, K. Steiglitz, and D. M. Kodek. An easily computed 
performance bound for finite word-length direct-form FIR digital filters. 
IEEE Transactions on Circuits and Systems, CAS-29, pp. 191–193, 1982.

D. M. Kodek. Limits of finite wordlength FIR digital filter design. Pro-
ceedings of the 1997 IEEE International Conference on Acoustics, Speech, 
and Signal Processing ICASSP 97, pp. 2149–2152, Munich, 1997.

D. M. Kodek. Design of optimal finite wordlength FIR digital filters. Pro-
ceedings of the 1999 European Conference on Circuit Theory and Design 
ECCTD’99, vol.1, pp. 401–404, Stresa, Italy, 1999.

D. M. Kodek. An approximation error lower bound for integer polyno-
mial minimax approximation. Electrotechnical Review, vol.69 (5), pp. 
266–272, 2002.

D. M. Kodek and M. Krisper. An algorithm for computing the optimal 
cycle time of a printed circuit board assembly line. Informatica (Ljublj.), 
vol. 27, no. 1, pp. 105–114, Apr. 2003.

R. Rozman and D. M. Kodek. Improving speech recognition robustness 
using non-standard windows. Proc. of Eurocon 2003 International Con-
ference on Computer as a Tool,, Ljubljana, Slovenia, vol. 2, pp. 171–174, 
Sep. 22–24, 2003.

D. Šonc. A version of the byte radix sort algorithm suitable for the imple-
mentation in hardware. Proc. of Eurocon 2003 International Conference 
on Computer as a Tool, Ljubljana, Slovenia, vol. 2, pp. 66–69, Sep. 22–24, 
2003.

D. M. Kodek and M. Krisper. Optimal algorithm for minimizing production 
cycle time of a printed circuit board assembly line. International Journal 
of Production Research, vol. 42, no. 23, pp. 5031–5048, Dec. 2004.
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Software Engineering Laboratory

Head: Associate Professor Dr. Viljan Mahnič

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext.

WWW: http://ltpo.fri.uni-lj.si/

Staff E-mail  Ext. 

Associate Professor Dr. Viljan Mahnič viljan.mahnic@fri.uni-lj.si   447
Lecturer Dr. Igor Rožanc  igor.rozanc@fri.uni-lj.si   366
Teaching Assistant Marko Poženel  marko.pozenel@fri.uni-lj.si   365
Teaching Assistant Slavko Drnovšček slavko.drnovscek@fri.uni-lj.si  365
External Collaborator Nataša Žabkar, M.Sc.  nzabkar@zav-triglav.si 
 phone: (+386 1) 5806 361

RESEARCH ACTIVITIES

The Software Engineering Laboratory is involved in teaching and re-
search in the areas of Software Engineering and Information Systems with 
an emphasis on Software Quality Management, Software Metrics, Infor-
mation Systems Development, Information Systems Audit and Control, 
and Data Warehouses. The staff has recently worked on two international 
projects within the EC TEMPUS and INCO-COPERNICUS programs, as 
well as on several development projects for the industry. The following 
areas of research are currently being pursued:

1. In Software Quality Management: Comparative studies of different 
software quality models (SW-CMM, ISO 9000 family of standards, SPICE, 
Bootstrap etc.). Adaptation of SW-CMM to the needs of small orga-niza-
tions. Personal and Team Software Process.

2. In Software Metrics: Different approaches to software measurements 
(e.g. GQM, bottom-up). Definition of appropriate metrics for the deve-lop-
ment of applications in a database environment. Development of a metrics 
model to support the level 4 of SW-CMM in small organizations.

3. In Information Systems Audit and Control: Investigation of systematic 
approaches (such as COBIT) to IT control and audit in order to help IT 
professionals in developing and maintaining information systems that 
would satisfy fiduciary, security and quality requirements.

4. In Information Systems and Data Warehouses: Agile methodologies 
for information systems development. Development of administrative 
and management information systems for higher education institutions. 
Information quality assessment and improvement. 
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TEACHING

Undergraduate level: Introduction to Programming I, Basic Algorithms 
and Data Structures I, Software Systems Development II, Programming I, 
Software Technology, Technology of Information Systems. 

Postgraduate level: Information Systems Development, Special Course in 
Programming Technology. 

EQUIPMENT

Laboratory is equipped with two Oracle servers (Oracle Portal, Oracle 
9i, Forms and Report Server running under Windows 2000), SQL Server 
(running under Windows 2000), Web server (running under Linux), sev-
eral PC computers (running under Windows XP and Windows 2000), and 
two printers: HP LaserJet 2100 M and HP OfficeJet G55. 

PROJECTS

A metrics model for quantitative management and control of database 
oriented applications development satisfying the requirements of SW-
CMMI level 4. An independent Ph.D. student research project. 

Data warehouse for the University of Ljubljana. Integration of data from 
different member institutions in order to support analytical processing at 
the university level. 

E-student: Web-based student records information system covering enrol-
ment, examination records, degree records, and various statistical surveys 
(partly supported by the Slovenian Ministry of Information Society). 

CONFERENCES

Members of the laboratory organized the 10th Conference of European 
University Information Systems Organization EUNIS 2004 that took place 
in Bled on 29 June – 2 July 2004.

OTHER ACTIVITIES

Membership: V. Mahnič member of the Program Committee for the EURO-
MEDIA APTEC 2002 Conference, Modena, Italy, April 2002. 

Membership: V. Mahnič member of the Board of Directors of EUNIS (Eu-
ropean University Information Systems Organization). 

Membership: V. Mahnič member of the Scientific Committee for the EUNIS 
2003, the 9th International Conference of European University Information 
Systems Organization, Amsterdam, July 2003.

Membership: V. Mahnič and I. Rožanc members of the Scientific Commit-
tee for the EUNIS 2004, the 10th International Conference of European Uni-
versity Information Systems Organization, Bled, 29 June – 2 July 2004.

Membership: V. Mahnič member of the Scientific Committee for the EUNIS 
2005, the 11th International Conference of European University Informa-
tion Systems Organization, Manchester, June 2005. 
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SELECTED REFERENCES

I. Rožanc, V. Mahnič. The adaptation of the CAL system Ceilidh for 
teaching the Oberon language. In K. Sarlin (ed.) Information Technology 
Shaping European Universities, Helsinki University of Technology, Espoo, 
Finland, June 1999, pp. 79–84. 

V. Mahnič, I. Rožanc. Data quality: a prerequisite for successful data 
warehouse implementation. Informatica (Ljublj.), 2001, Vol. 25, No. 2, 
pp. 183–188.

N. Žabkar, V. Mahnič. Managing service level agreement. In: J. Pour, J. 
Vodíšek (eds.). Systems Integration 2001: 9th International Conference, 
Prague, Czech Republic, June 11–12, 2001: proceedings. Prague: Prague 
University of Economics, 2001, pp. 679–686.

V. Mahnič, B. Klepec, N. Žabkar. IS audit checklist for router management 
performed by third-party. EUROCON 2001, International Conference on 
Trends in Communications, Bratislava: Institute of Electrical and Elec-
tronic Engineers, 2001, Vol. 1, pp. 227–230.

J. von Knop, P. Schirmbacher, V. Mahnič (eds.). The Changing Universities 
– The Role of Technology. The 7th International Conference of European 
University Information Systems, Lecture Notes in Informatics – Proceed-
ings, German Informatics Society (GI), Bonn, 2002.

V. Mahnič, M. Bajec. Introducing e-business technology in the area of 
student records, In L.M. Ribeiro, J.M. dos Santos (eds.). 8th International 
Conference of European University Information Systems, Porto, 2002, 
June 19–22. The changing universities: the challange of new technology: 
Proceed-ings. Porto: University of Porto, 2002, pp. 300–304.

I. Rožanc, V. Mahnič. Using the Personal and Team Software Process in 
Small Organizations. In B. Zajc (ed.) 11th International Electrotechnical 
and Computer Science Conference, Vol. B, Portorož, Slovenia, September 
2002, pp. 75–79.

V. Mahnič, M. Poženel. Information system self-assessment using COBIT. 
In B. Zajc (ed.) 11th International Electrotechnical and Computer Science 
Conference, Vol. B, Portorož, Slovenia, September 2002, pp. 191–194.

V. Mahnič. Analyzing educational process through a chain of data marts. 
Informatica (Ljublj.), 2003, Vol. 27, No. 3, pp. 305–311.

M. Bajec, V. Mahnič. Portal as a key component in an integrated, user-
centric university information system. Systems Integration, 2003, Vol. 
10, No. 2, pp. 7–20.

V. Mahnič, M. Gams. Some experiences in teaching introductory program-
ming at the faculty level, World transactions on engineering and technol-
ogy education, 2003, Vol. 2, No. 3, pp. 441–444.

I. Rožanc, V. Mahnič. Capability Maturity Model (CMM) application in 
small software organizations. Electrotechnical Review, 2003, Vol. 70, 
No. 3, pp. 149–154.
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V. Mahnič, B. Vilfan (eds.). IT Innovation in a Changing World – Proceed-
ings of the 10th International Conference of European University Informa-
tion Systems, Bled, Slovenia, June 29-July 2, 2004.

V. Mahnič. On Teaching the First Programming Course at the University 
Level: Teacher's Experience and Students' Opinions. Organizacija, 2004, 
Vol. 37, No. 8, pp. 507–513.

V. Mahnič, M. Poženel. Data warehousing in university environment: the 
case of the University of Ljubljana. Uporabna informatika, 2004, Vol. XII, 
No. 4, pp. 237–247.

N. Žabkar, V. Mahnič. IT Risk Management in the University Environment. 
Uporabna informatika, 2004, Vol. XII, No. 4, pp. 248–258.
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Computer Vision Laboratory

Head: Professor Dr. Franc Solina

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

WWW: http://lrv.fri.uni-lj.si/

Staff E-mail  Ext. 

Professor Dr. Franc Solina franc.solina@fri.uni-lj.si   389
Assistant Professor Dr. Aleš Jaklič  ales.jaklic@fri.uni-lj.si   878
Assistant Dr. Bojan Kverh  bojan.kverh@fri.uni-lj.si   878
Researcher Dr. Peter Peer  peter.peer@fri.uni-lj.si   878
Teaching Assistant Matjaž Jogan, M.Sc.  matjaz.jogan@fri.uni-lj.si   878
Research Assistant Borut Batagelj, M.Sc. borut.batagelj@fri.uni-lj.si   878
Research Assistant Jaka Krivic, M.Sc.  jaka.krivic@fri.uni-lj.si   878
Technical Assistent Miha Peternel  miha.peternel@fri.uni-lj.si   878

RESEARCH ACTIVITIES

The laboratory is involved in basic research in computer vision, with 
emphasis on range image interpretation, object recognition and tracking, 
face detection and face recogntion, panoramic imaging, and multimedia 
applications. 

Range image interpretation includes range image acquisition, segmenta-
tion of range images using the “recover-and-select” paradigm and modeling 
of shapes using different types of parametric models (i.e. super quadrics, 
surface patches). Possible applications include automatic creation of CAD 
models for reverse engineering applications, creation of models for virtual 
reality applications, part-based object recognition, and next-view planning 
for intelligent image acquisition. Superquadric models are used also for 
object tracking in sequences of intensity images. 

We generate panoramic images by assembling multiple images captured 
in sequence by moving the camera using a pan-tilt robotic manipulator. 
The sequential image acquisition using the robotic manipulator makes 
possible also the generation of panoramic stereo pairs and panoramic 
depth images as a consequence. We use panoramic images for mobile 
robot navigation, for designing efficient user interfaces for remote camera 
manipulation and for visual surveillance applications. 

For human face detection and recognition in difficult illumination 
conditions we study the use of skin colour and appearance.

An ongoing collaboration with the New media department of the Acad-
emy of Fine Arts at the University of Ljubljana supports the creation of 
interactive art installations using the latest information technology. The 
art projects serve as an excellent frame for testing our research results in 
practical applications, in particular we applied face detection in the in-
stallation “15 seconds of fame”, body position tracking in “Virtual skiing” 
and locomotion-based person identification in “Coincidence-matrix-dat-
ing club” project.
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TEACHING

Teaching at the undergraduate and graduate level: Introductory compu-
ter science, Software engineering, User interface design, Computer vision, 
Methods of communication, Project management.

EQUIPMENT

Network of about 20 Linux/Windows/Macintosh computers. The 
special vision equipment consists of a structured light range scanner with 
a translational and rotational computer-controlled table, several pan/tilt 
units, video, CCD, panoramic and web cameras. 

CURRENT PROJECTS

Computer vision, 1539–0214. A basic research program funded by the 
Slovenian Ministry of Education, Science, and Sport (2004–2008).

Development of a thin client for Loterija Slovenija (2003–2005).

Leonardo: A multi-national exploration in interaction design education 
and research, Pilot program in cooperation between EU and New Zealand 
(2004–2007).

SELECTED REFERENCES

F. Solina and R. Bajcsy. Recovery of parametric models from range images: 
The case for superquadrics with global deformations. IEEE Transactions 
on Pattern Analysis and Machine Intelligence, 12(2): 131–147, 1990. 

The interactive installation “Virtual skiing’’ 
enables a visual immersion into the 
feelings of gliding on snow through a winter 
landscape. The computer rendered winter 
landscape is displayed over the entire wall in 
front of the skier. As on carving skis you can 
turn by shifting your body to the right or left  
to evade the trees. The speed of descent 
can be regulated by lowering or raising your 
body so that the air resistance is decreased 
or increased. The interface to the virtual 
world is implemented by computer vision 
techniques which capture the posture of the 
skier’s body in real time.
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A. Leonardis, A. Jaklič, and F. Solina. Superquadrics for segmentation 
and modeling range data. IEEE Transactions on Pattern Recognition and 
Machine Intelligence, 19(11): 1289–1295, November 1997.

F. Solina and A. Leonardis. Proper scale for modeling visual data. Image 
and Vision Computing Journal, 16: 89–98, 1998.

V. Filova, F. Solina, and J. Lenarčič. Automatic reconstruction of 3D hu-
man arm motion from a monocular image sequence. Machine Vision and 
Applications, 10: 223–231, 1998.

B. Prihavec and F. Solina. User interface for video observation over the 
internet. Journal of Network and Computer Applications, (21): 219–237, 
1998.

F. Solina and A. Leonardis, editors. Computer analysis of images and 
patterns: 8th international conference, CAIP’99, Ljubljana, Slovenia, Sep-
tember 1–3, 1999: proceedings. Lecture notes in computer science, 1689. 
Springer, Berlin, 1999.

A. Leonardis, F. Solina and R. Bajcsy, editors. Confluence of Computer 
Vision and Computer Graphics, volume 84 of NATO Science Series 3. 
High Tech nology. Kluwer, Dordrecth, 2000.

A. Jaklič, A. Leonardis and F. Solina. Segmentation and Recovery of Su-
perquadrics, volume 20 of Computational imaging and vision. Kluwer, 
Dordrecth, 2000.

F. Solina, S. Krapež, V. Komac, and A. Jaklič. Multimedia dictionary and 
synthesis of sign language. In M. Rahman Syed, editor, Design and Man-
agement of Multimedia Information Systems, pp. 268–281. Idea Group 
Publishing, Hershey, PA, 2001.

P. Peer and F. Solina. Panoramic depth imaging: Single standard camera 
approach. International Journal of Computer Vision, 47 (1/2/3): 149–160, 
2002.

F. Solina, P. Peer, B. Batagelj, S. Juvan, J. Kovač. Color-based face detection 
in the 15 seconds of fame art installation, Proceedings of Mirage 2003, 
INRIA Rocquencourt, France, 2003, pp. 38–47, 2003.

A. Jaklič, F. Solina. Moments of Superellipsoids and their Application to 
Range Image Registration. IEEE Transactions on Society, Man and Cyber-
netics-Part B: Cybernetics, 33(4): 648–657, 2003.

J. Krivic, F. Solina. Part-level object recognition using supequadrics. Com-
puter Vision and Image Understanding, 95(2): 105–126, 2004.

F. Solina. 15 seconds of fame. Leonardo, 37(2): 105–110+125, 2004.



Faculty of Computer and Information Science72

Visual Cognitive Systems 
Laboratory

Head: Professor Dr. Aleš Leonardis

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

WWW: http://vicos.fri.uni-lj.si/

Staff E-mail  Ext. 

Professor Dr. Aleš Leonardis ales.leonardis@fri.uni-lj.si   868
Researcher Dr. Danijel Skočaj danijel.skocaj@fri.uni-lj.si   4776631
Teaching Assistant Matjaž Jogan, M.Sc.  matjaz.jogan@fri.uni-lj.si   878
Research Assistant Matej Artač, M.Sc.  matej.artac@fri.uni-lj.si  4776630
Researcher Gregor Berginc gregor.berginc@fri.uni-lj.si  4776630
Research Assistant Luka Fuerst  luka.fuerst@fri.uni-lj.si  4776632
Research Assistant Aleš Štimec ales.stimec@fri.uni-lj.si  4776632

RESEARCH ACTIVITIES

Visual Cognitive Systems Laboratory (ViCoS) was officially founded in 
November 2004. Most of the research activities described in this Survey 
were performed while the members of ViCoS were still with the Computer 
Vision Laboratory.

Visually enabled cognitive systems are intelligent systems that use 
vision among other sensors in order to act and interact in everyday situ-
ations that emerge in natural and urban environments. This includes a 
plethora of devices, ranging from mobile robots to intelligent environ-
ments, personal devices, and cognitive assistants. The Visual Cognitive 
Systems Laboratory is involved in basic research in such systems, with 
emphasis on visual learning and recognition. Other activities include 
panoramic imaging for mobile robotics and range image modeling and 
interpretation.

Research in the area of visually enabled cognitive systems focuses on 
various theories, at different levels of abstraction, regarding requirements, 
architectures, forms of representation, kinds of ontologies and knowl-
edge, and varieties of mechanisms relevant to integration and control of 
vision systems. In this context, cognitive vision implies functionalities 
for knowledge representation, learning, reasoning about events and struc-
tures, recognition and categorization, and goal specification, all of which 
are concerned with the semantics of the relationship between the visual 
agent and its environment. This requires a vast effort in a multidiscipli-
nary understanding of cognitive processes, involving studies in cognitive 
psychology, neuroscience, and philosophy of mind. 

Specifically, research in the area of visual learning and recognition has 
focused on subspace methods, such as Principal Component Analysis 
(PCA), Linear Discriminant Analysis (LDA), Independent Component 
Analysis (ICA), Canonical Correlation Analysis (CCA), Support Vector 
Machines (SVM), etc., which enable direct view-based building of visual 
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representations and subsequent visual recognition of objects, scenes, and 
activities. Our main research achievement in the framework of subspace 
methods is development of robust approaches to both learning and recog-
nition. Applications include recognition of objects, scenes, and activities 
in visual cognitive tasks, such as surveillance and smart vision-based 
positioning using wearable computing in urban environments as well 
as in other applications of cognitive systems, such as mobile robots and 
cognitive assistants. 

Our theoretical findings on visual learning and recognition very often 
ground in a realistic scenario of spatial orientation of mobile robots, 
which represent a target platform for many of the methods developed. In 
long terms, we aim at developing algorithms for autonomous exploration 
and building of topological maps which can be used in cognitive agents 
for autonomous navigation in unbounded environments. Such cognitive 
agents will ultimately be able to perceive and understand their environ-
ment, to categorise and recognise objects and subjects around them as 
well as actions they are performing, and will be able to interact with the 
environment and communicate with humans in a user friendly way.

Research in the area of range image interpretation includes range image 
acquisition, segmentation of range images using the “recover-and-select” 
paradigm and modeling of shapes using different types of parametric 
models. Possible applications include automatic creation of CAD models 
for reverse engineering applications, creation of models for virtual reality 
applications, and part-based object recognition.

TEACHING

Teaching at the undergraduate and graduate level: Multimedia systems, 
Machine Perception, Intelligent distributed software technologies, Com-
puter vision, Visual information in information systems (Faculty of Com-
puter and Information Science); Introductory computer science, Computer 
graphics, Algorithms and data structures (Faculty of Education).

EQUIPMENT

Network of about 10 Linux/Windows computers. In-door and out-door 
iRobot robots for visual learning and navigation experiments, shared with 
the Computer Vision Laboratory. A Katana HD6M light weighted robot 
arm with 6 degrees of freedom. The special vision equipment consists 
of a structured light range scanner (shared with the Computer Vision 
Laboratory) with a translational and rotational computer-controlled table, 
panoramic cameras, digital IEEE-1394 cameras, an IEEE-1394 two-lens 
stereo vision camera system, DV video cameras and equipment for digital 
photography.

CURRENT PROJECTS

Computer vision, 1539-0214. A basic research program funded by the 
Slovenian Ministry of Higher Education, Science and Technology (2004-
2008).
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Cognitive Systems for Cognitive Assistants-CoSy, FP6-004250-IP, (2004-
2008).

Vision Technologies and Intelligent Maps for Mobile Attentive Interfaces 
in Urban Scenarios - MOBVIS, FP6-STREP, (2005-2008).

Computational and Cognitive Vision Systems: A Training European Net-
work, VISIONTRAIN, FP6-2002-Mobility-1, (2005-2009).

Cognitive Vision Systems – CogVis, FP5 project, CEC (IST-2000-29375) 
(2002–2004).

European Research Network for Cognitive Computer Vision Systems 
– ECVision, FP5 (IST-2002-35454), (2002–2005).

Omnidirectional Vision. A Slovenian–Czech Intergovernmental Science 
and Technology Cooperation Project. 

Robust Approaches to Recognition Problems in Computer Vision. A Slo-
venian–Austrian Intergovernmental Science and Technology Cooperation 
Project. 

Analysis of omnidirectional images, A Slovenian–USA Intergovernmental 
Science and Technology Cooperation Project. 

Development of new techniques for recognition and categorization, A 
Slovenian-Greek Intergovernmental Science and Technology Coopera-
tion Project. 

Austrian–Czech–SI project “Robust and Adaptive Approaches to Scene 
and Object Recognition” (CONEX) .

SELECTED REFERENCES

A. Leonardis, A. Gupta, and R. Bajcsy. Segmentation of range images as the 
search for geometric parametric models. International Journal of Computer 
Vision, 14: 253–277, 1995.

R. Bajcsy, S. Wook Lee, and A. Leonardis. Detection of diffuse and specular 
interface reflections and inter-reflections by color image segmentation. 
International Journal of Computer Vision, 17(3): 241–272, 1996.

A. Leonardis, A. Jaklič, and F. Solina. Superquadrics for segmentation 
and modeling range data. IEEE Transactions on Pattern Recognition and 
Machine Intelligence, 19(11): 1289–1295, November 1997.

F. Solina and A. Leonardis. Proper scale for modeling visual data. Image 
and Vision Computing Journal, 16: 89–98, 1998.

Mobile robot localization using panoramic vision
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H. Bischof and A. Leonardis. Finding optimal neural networks for land 
use classification. IEEE Transactions on Geoscience and Remote Sensing, 
36(1): 337–341, January 1998.

A. Leonardis and H. Bischof. An efficient MDL-based construction of RBF 
networks. Neural Networks, 11(5): 963–973, July 1998.

W.G. Kropatsch, A. Leonardis, and H. Bischof. Hierarchical, adaptive, 
and robust methods for image understanding. Surveys on Mathematics 
for Industry, 9: 1–47, 1999. Springer-Verlag.

H. Bischof, A. Leonardis and Alexander Selb. MDL principle for robust 
vector quantisation. Pattern analysis and applications, 2(1): 59–72, 1999.

A. Leonardis and H. Bischof. Robust recognition using eigenimages. Com-
puter Vision and Image Understanding, 78(1): 99–118, 2000.

A. Jaklič, A. Leonardis and F. Solina. Segmentation and Recovery of Su-
perquadrics, volume 20 of Computational imaging and vision. Kluwer, 
Dordrecth, 2000.

A. Leonardis, H. Bischof, and J. Maver. “Multiple Eigenspaces”, Pattern 
Recognition, 35, no. 11, pp. 2613–2627, 2002. Twenty-Ninth Annual Pat-
tern Recognition Society Award. Selected as the most original manuscript 
from all 2002 Pattern Recognition issues.

T. Werner, T. Pajdla, V. Hlavác, A. Leonardis, M. Matoušek. Selection of 
reference images for image-based scene representations. Computing, vol. 
68, pp. 163–180, 2002.

J. Maver, A. Leonardis. Recognizing 2-tone images in grey-level paramet-
ric eigenspaces, Pattern recogition. letters, 23, pp. 1631–1640, 2002.

M. Jogan, E. Žagar, A. Leonardis. Karhunen-Loeve expansion of a set of 
rotated templates. IEEE Transactions on image processing, 2003, Vol 12, 
No 7, pp. 817– 825, 2003.

M. Jogan, A. Leonardis. Robust Localization using an Omnidirectional Ap-
pearance-based Subspace Model of Environment. Robotics and Autono-
mous Systems, Volume 45, Issue 1, pp. 51–72, Elsevier Science, 2003.

B. Kverh, A. Leonardis. A generalisation of model selection criteria. Pat-
tern analysis and applications, pp. 51–65, 2004.

H. Bischof, H. Wildenauer, A. Leonardis. Illumination insensitive rec-
ognition using eigenspaces. ComputerVision and Image Understanding, 
Volume 95, no. 1, pp. 86–104, 2004.

D. Skočaj, H. Bischof, A. Leonardis. A robust PCA algorithm for building 
representations from panoramic images. Computer vision - ECCV 2002: 
proceedings: part IV, (Lecture notes in computer science, 2353), pp. 
761–775, 2002.

D. Skočaj, A. Leonardis. Weighted and robust incremental method for sub-
space learning. Ninth IEEE international conference on computer vision, 
13–16 October 2003, Nice, France. Vol. 2., pp. 1494–1501, 2003.

M. Peternel, A. Leonardis. Visual learning and recognition of a probabi-
listic spatio-temporal model of cyclic human locomotion. ICPR 2004, pp. 
146–149, 2004.
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Professor Dr. Ivan Bratko ivan.bratko@fri.uni-lj.si   393
Associate Professor Dr. Blaž Zupan blaz.zupan@fri.uni-lj.si   402
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Junior Researcher Aleks Jakulin aleks.jakulin@fri.uni-lj.si   813
Junior Researcher Aleksander Sadikov aleksander.sadikov@fri.uni-lj.si  267
Junior Researcher Peter Juvan peter.juvan@fri.uni-lj.si   267
Junior Researcher Daniel Vladušić daniel.vladusic@fri.uni-lj.si   299
Junior Researcher Gregor Leban gregor.leban@fri.uni-lj.si   267
Junior Researcher Tomaž Curk tomaz.curk@fri.uni-lj.si   267
Junior Researcher Minca Mramor minca.mramor@fri.uni-lj.si   299
Researcher Martin Možina martin.mozina@fri.uni-lj.si   813
Researcher Jure Žabkar jure.zabkar@fri.uni-lj.si   813

RESEARCH ACTIVITIES

The laboratory carries out research in machine learning, inductive logic 
programming, AI approaches to systems control, qualitative reasoning, 
and information visualization. Research results concern the learning from 
noisy data in attribute-based learning for classification and regression, 
evaluation of attributes in machine learning, the automatic discovery 
of concept hierarchies and constructive induction in machine learning, 
combining logical and numerical learning, applying machine learning to 
systems control and qualitative modeling, and reconstruction of human 
control skill. A notable aspect of much of this research is its appli cation 
to problems in functional genomics and bioinformatics, medical diagnosis 
and prognosis, ecological modeling, and mechanical engineering. 

TEACHING

The staff of the AI Laboratory is engaged in teaching the following 
courses: Artificial Intelligence and Symbolic Programming, Principles 
of Programming Languages, Decision Models and Systems, Artificial 
Intelli gence Methods, Tools and Application Development, Projects and 
orga ni zation of information systems, Standards and quality of information 
systems, Decision systems, Methods of Artificial Intelligence (postgra-
duate), Theory of Programming Languages (postgraduate), Data mining 
(postgraduate). 
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EQUIPMENT

The computer equipment at the laboratory consists of a network of a 
dozen Windows XP, Windows 2000, Mac Os X and Linux-based personal 
computers and servers, and several laser and ink jet printers and scan-
ners. 

RECENT AND CURRENT PROJECTS

Artificial Intelligence and Intelligent Systems: Research program funded 
by SMESS (2004–2008).

ASPIC - Argumentation Service Platform with Integrated Components. 
Project funded by the EU 6th Framework Program (2004–2006).

CLOCKWORK – Creating Learning Organisation with Contextualised 
Know ledge-Rich Artifacts: European IST Program Project, funded by the 
European Commission (2000–2003).

Knowledge discovery methods for functional genomics: Basic research 
project funded by SMESS (2001–2004).

Research, Development and Practical Evaluation of Tools for Data Mining 
and Decision Support in Medicine: SMESS USA-SI Collaboration Grant 
(2003–2004).

Knowledge-based Data Mining Approach for Discovery of Genetic Path-
ways from Mutant Data: SMESS USA-SI Collaboration Grant (2003–
2004).

The AI Laboratory also participates in European Networks of Excellence: 
KDNet - European Knowledge Discovery Network of Excellence and 
MONET – European Network of Excel  len ce in Model-Based and Qualita-
tive Reasoning.
 

VISITORS AND INVITED LECTURES IN 2004

John Fox (Cancer Research UK, UK): Reasons to believe and grounds for 
doubt: 25 years of debate in computer science and AI, 6 May 2004.

Gad Shaulsky (Baylor College of Medicine, Houston, USA): Dictyostelium 
Bioinformatics, 20–26 October 2004.

Nancy Van Driessche (Baylor College of Medicine, Houston, USA): Dicty-
ostelium Microarray Data Analysis, 16–19 June 2004.

Pat Langley (Stanford University, USA): 1 October 2004.

Riccardo Bellazzi (Universita di Pavia, Italy): AI in Systems Biology, 18–20 
March 2004.

SYSTEMS DEVELOPED

A number of software systems have been developed or are under develop-
ment by members of this laboratory. These include:
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Orange: a machine learning suite that can be used either through script-
ing in Python or with an intuitive and easy to use, yet powerful graphi-
cal user interface. Includes methods such as induction of decision and 
regression trees, naive Bayes classification, association rules, clustering, 
function decomposition, support vector machines, logistic-regression, 
evaluation methods, data pre-processing, visualization, specialized tools 
for genomic research, etc. Runs on MS Windows, Mac OS X, Linux and 
Solaris. (http://www.ailab.si/orange)

GenePath: a web-enabled tool for reconstruction of genetic networks from 
genetic experimental data. Features what-if analysis, explanation, visuali-
zation of networks, and methods that allow incorporating background 
knowledge (http://www.genepath.org). In November 2003, GenePath 
was awarded an entry in NetWatch: Best of the Web review of Science 
magazine.

LR: learning regression trees, including bagging and boosting. (http://ai.fri.
uni-lj.si/dorian/software.htm)

QUIN: machine learning tool for induction of qualitative trees from nu-
merical data.

QCGrid: system for transformation of qualitative trees into numerical 
predictors.

Screenshots of Orange’s visual programming interface and two GUI components called Orange 
Widgets (http://www.ailab.si/orange)
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SELECTED PUBLICATIONS

G. Leban, I. Bratko, U. Petrovič, T. Curk, B. Zupan. VizRank: finding in-
formative data projections in functional genomics by machine learning. 
Bioinformatics 21(3), 413–414, 2005.

T. Curk, J. Demšar, Q. Xu, G. Leban, U. Petrovič, I. Bratko, G. Shaulsky, B. 
Zupan. Microarray data mining with visual programming. Bioinformatics 
21(3), 396–398, 2005.

N. Van Driessche, J. Demšar, E.O. Booth, P. Hill, P. Juvan, B. Zupan, A. 
Kuspa, G. Shaulsky. Epistasis analysis with global transcriptional pheno-
types. Nature Genetics, 2005 (in press).

D. Šuc, D. Vladušić, I. Bratko. Qualitatively faithful quantitative predic-
tion. Artificial Intelligence 158(2), 189–214, 2004.

M. Bohanec, B. Zupan. A function-decomposition method for develop-
ment of hierarchical multi-attribute decision models. Decision Support 
Systems 36, 215–233, 2004.

I. Bratko, D. Šuc. Learning qualitative models. AI magazine, 24(4): 107–
119, 2003.

B. Zupan, I. Bratko, J. Demšar, P. Juvan, T. Curk, U. Borštnik, J. R. Beck, J. 
Halter, A. Kuspa, G. Shaulsky. GenePath: a system for inference of genetic 
networks and proposal of genetic experiments. Artificial intelligence in 
Medicine 29: 107–130, 2003.

B. Zupan, J. Demšar J, I. Bratko, P. Juvan, J. A. Halter, A. Kuspa, G. Shaulsky.  
GenePath: a system for automated construction of genetic networks from 
mutant data. Bioinformatics 19(3): 383–389, 2003.

M. Luštrek, M. Gams, I. Bratko. A program for playing tarok. ICGAJournal, 
26: 190–197, 2003.

I. Bratko. Prolog Programming for Artificial Intelligence. Addison-Wesley, 
1986; second edition 1990; third edition Addison-Wesley/Pearson Educa-
tion 2001; previous editions also translated into German, Italian, French, 
Slovene, Japanese, and Russian. 

B. Zupan, J. Demšar, D. Smrke, K. Božikov, V. Stankovski, I. Bratko, J.R. 
Beck. Predicting patient’s long – term clinical status after hip arthroplasty 
using hierarchical decision modeling and data mining. Methods Inf. 
Medicine 40: 25–31, 2001. 

V. Stankovski, I. Bratko, J. Demšar, D. Smrke. Induction of hypotheses con-
cerning hip arthroplasty: a modified methodology for medical re search. 
Methods Info Medicine 40(5): 392–396, 2001. 

N. Aoki, M. Wall, J. Demšar, B. Zupan, T. Granchi, M.Schreiber, J. Hol-
comb, M. Byrne, K.R. Liscum, G. Goodwin, R.J. Beck, K.L. Mattox. Predic-
tive model for survival at the conclusion of a damage control laparotomy. 
American Journal of Surgery 180: 540–545, 2000. 

D. Šuc, I. Bratko. Skill modelling through symbolic reconstruction of 
operator’s trajectories, IEEE Trans. Systems, Man and Cybernetics, Part 
A 30: 617–624, 2000. 
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B. Zupan, J. Demšar, M.W. Kattan, J.R. Beck, I. Bratko. Machine learning 
for survival analysis: a case study on recurrence of prostate cancer, Arti-
ficial Intelligence in Medicine 20: 59–75, 2000. 

B. Zupan, M. Bohanec, J. Demšar, I. Bratko. Learning by discovering con-
cept hierarchies, Artificial Intelligence Journal, 109: 211–242, 1999.

I. Bratko, S. Džeroski (eds.) Proc. Int. Conf. Machine Learning ICML’99, 
Morgan Kaufmann, 1999. 

I. Bratko, T. Urbančič. Control skill, machine learning and hand-crafting 
in controller design. In: Machine Intelligence 15: Intelligent Agents (eds. 
K. Furukawa, D. Michie, S. Muggleton), pp. 130–153. Oxford, UK: Oxford 
Univ. Press, 1999. 

A. Karalič, I. Bratko. First Order Regression. Machine Learning 26: 147–
176, 1997. 

I. Bratko, S. Muggleton. Applications of inductive logic programming. 
Communications of the ACM 38(11): 65–70, 1995.

I. Bratko, I. Mozetič, N. Lavrač. KARDIO: A Study in Deep and Qualita-
tive Knowledge for Expert Systems. MIT Press, Cambridge, Massachusetts, 
1989. 

M. Bohanec, I. Bratko. Trading accuracy for simplicity in decision trees. 
Machine Learning Journal 14: 223–250, 1994. 

I. Kononenko, I. Bratko. Information based evaluation criterion for classi-
fier’s performance. Machine Learning Journal 6: 67–80, 1991. 

B. Cestnik, I. Kononenko, I. Bratko. ASSISTANT 86: A knowledge elici-
tation tool for sophisticated users. In I. Bratko, N. Lavrač, editors, Progress 
in Machine Learning, pages 31—45. Sigma Press, Wilmslow, UK, 1987. 
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Professor Dr. Igor Kononenko igor.kononenko@fri.uni-lj.si  390
Assistant Professor Dr. Matjaž Kukar matjaz.kukar@fri.uni-lj.si   459
Assistant Professor Dr. Marko Robnik Šikonja marko.robnik@fri.uni-lj.si    459
Research Assistant Aleksander Sadikov, M.Sc. aleksander.sadikov@fri.uni-lj.si  267
Research Assistant Luka Šajn luka.sajn@fri.uni-lj.si   459
Research Assistant Matjaž Bevk, M.Sc.  matjaz.bevk@fri.uni-lj.si   459

RESEARCH ACTIVITIES

Laboratory for Cognitive Modeling (LKM) was officially founded in 
December 2001. LKM carries out research in cognitive modeling, ma-
chine learning, neural networks, picture and data mining. Research 
results concern the modeling of noisy data related to cognitive, medical, 
biological and other processes. We are developing, testing and applying 
new approaches and algorithms for modeling from numeric, symbolic and 
pictorial data. LKM collaborates with psychologists, physicians, biologists, 
physicists and chemists. A notable aspect of much of this research is its 
application to problems in image analysis, medical diagnosis, ecological 
modeling, alternative medicine, studies of consciousness and manifesta-
tion of cognitive processes and consciousness through subtle energies. 

TEACHING

The staff of LKM is engaged in teaching the following courses: Program-
ming Languages, Artificial Intelligence Methods, Algorithms and Data 
Structures 1, Knowledge Engineering, Fundamentals of Algorithms and 
Data Structures 2, Database Systems 1 and 2, Introduction to Databases, 
Machine Learning (postgraduate), Knowledge Discovery in Databases 
(postgraduate). 

EQUIPMENT

The computer equipment consists of a network of a dozen Windows 
and Linux-based personal computers and servers, laser and ink jet print-
ers. We also use Crown-TV camera for Gas Discharge Visualization and 
Olympus BX51 Microscope with digital camera. 
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RECENT PROJECTS AND COLLABORATION

Knowledge synthesis from data and background knowledge: Basic research 
project funded by Slovenian Ministry of Education, Science and Sports. 

Reliable and Comprehensible Machine Learning Approaches with Ap-
plications to Medical Diagnostics and Bioinformatics: Bilateral project 
funded by Slovenian and Greek Ministry of science.

Cost sensitive intelligent data analysis: Postdoc research project funded 
by Slovenian Ministry of Education, Science and Sports. 

Intelligent data analysis in medicine: Basic research project funded by 
Slovenian Ministry of Science and Technology. 

Several applicative projects concerning intelligent data analysis and data 
mining. 

Several applicative projects concerning the analysis of various subtle 
influences on human and plant GDV pictures. 

Collaboration with academic institutions:

Technical University SPIFMO, St. Petersburg, Russia, 

University of Sydney, Australia, 

University of Stuttgart, Germany, 

Limburg’s University Center, Belgium,

University of Ioannina, Greece,

Biotehnical Faculty, University of Ljubljana, 

Faculty of Arts, University of Ljubljana, 

FRI, Computer Vision Lab and Artificial Intelligence Lab. 

Collaboration with research institutions:

Research Institute of Organic Agriculture, Frick, Switzerland, 

Research Institute Aco de Paou, Valernes, France,

Institute for Bioelectromagnetics and New Biology BION, Ljubljana, 

Jozef Stefan Institute, Ljubljana, 

Clinic Center, Ljubljana. 

SELECTED REFERENCES

D. Cukjati, M. Robnik-Šikonja, S. Reberšek, I. Kononenko, D. Miklavčič. 
Prognostic factors, prediction of chronic wound healing and electrical 
stimulation. Medical & Biological Engineering & Computing, 39, 542–550, 
2001. 

I. Kononenko. Bayesian Neural Networks, Biological Cybernetics Journal, 
61: 361–370, 1989. 
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I. Kononenko. Inductive and Bayesian learning in medical diagnosis. Ap-
plied Artificial Intelligence, 7: 317–337, 1993. 

I. Kononenko (ed.) Information Society 2000: New Science of Conscious-
ness – Proc. 3rd Int. Conf. on Cognitive science – ISBN 961-6303-27-9 
(Ljubljana, 17–19 October 2000), Institut Jožef Stefan, 129 pages.

I. Kononenko: Machine learning for medical diagnosis: History, state of 
the art and perspective, Invited paper, Artificial Intelligence in Medicine 
– ISSN 0933-3657, 23(1): 89–109, 2001. 

I. Kononenko, I. Jerman (eds.). Mind-body studies: proceedings of 6th In-
ternational Conference on Cognitive Science, Ljubljana, 13–17th October 
2003. Ljubljana: Institut “Jožef Stefan”, 190 pages.

I. Kononenko, I. Bratko. Information based evaluation criterion for clas-
si-fier’s performance. Machine Learning Journal, 6: 67–80, 1991. 

I. Kononenko, S.J. Hong. Attribute selection for modeling, Future Genera-
tion Computer Systems – ISSN 0167-739X, 13(2–3): 181–195, 1997. 

I. Kononenko, E. Šimec, M. Robnik. Overcoming the myopia of inductive 
learning algorithms, Applied Intelligence, 7: 39–55, 1997. 

M. Kukar, N. Bešič, I. Kononenko, M. Aursperg, M. Robnik-Šikonja. Prog-
nosing the survival time of patients with the anaplastic thyroid carcinoma 
using machine learning, In: N. Lavrač et al. (eds) Intelligent data analysis 
in medicine and Pharmacology – ISBN 0-7923-8000-2. Kluwer Academic 
Publ., 1997. 

M. Kukar, I. Kononenko. Cost-sensitive learning with neural networks, 
Proc. European conf. on Arificial Intteligence ECAI-98 – ISBN 0-471-
98431-0, Brighton, August 1998, pp. 445–449. 

M. Kukar, I. Kononenko, C. Grošelj, K. Kralj, J. Fettich. Analysing and im-
proving the diagnosis of ischaemic heart disease with machine learn-ing, 
Artificial Intelligence in Medicine, 16: 25–50, 1999. 

M. Kukar, I. Kononenko, T. Silvester. Machine learning in prognostics 
of the femoral neck fracture recovery, Artificial intelligence in medicine 
– ISSN 0933-3657, 8: 431–451, 1996. 

N. Lavrač, I. Kononenko, E. Keravnou, M. Kukar, B. Zupan: Intelligent 
data analysis for medical diagnosis: using machine learning and temporal 
abstraction, AI Communications, 11: 191–218, 1999. 

M. Robnik-Šikonja, I. Kononenko. An adaptation of Relief for attribute 
estimation in regression, Proc. Int. Conf. on Machine Learning ICML-97 
– ISBN 1-55860-486-3, Nashville, July 1997, pp. 296–304. 

M. Robnik-Šikonja, I. Kononenko. Attribute dependencies, under-
stand-ability and split selection in tree based models, Proc. Int. Conf. 
on Machine Learning ICML-99 – ISBN 1-55860-612-2, Bled, 27–29 June 
1999, pp. 344–353. 

M. Robnik-Šikonja, D. Cukjati, I. Kononenko Comprehensible evaluation 
of prognostic factors and prediction of wound healing. Artificial Intel-
ligence in Medicine, 29: 25–38, 2003.
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M. Robnik-Šikonja, I. Kononenko. Theoretical and Empirical Analysis of 
ReliefF and RReliefF, Machine Learning Journal, 53: 23–69, 2003. 

M. Robnik-Šikonja. Improving Random Forests. Proc. of ECML/PKDD’2004, 
pp. 359–370, Pisa, Itally, 2004 

A. Sadikov, I. Kononenko, F. Weibel. Analyzing coronas of fruits and 
leaves. In: K. Korotkov (ed.). Measuring energy fields: state of the sci-
ence, (GDV bioelectrography series, vol. 1). Fair Lawn: Backbone, 2004, 
pp. 143–154

A. Trampuž, I. Kononenko, V. Rus. Experiental and biophysical effects of 
the Art of Living Program, Int. Journal of Psychology – Abstracts of 27th 
Int. Congress of Psychology, Stockholm, 23–28 July 2000 – ISSN 0020-
7594, 35(3/4)12. 
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Laboratory for Mathematical 
Methods in Computer and 
Information Science

Head: Associate Professor Dr. Neža Mramor Kosta

Fax: (+386 1) 426 4647

Phone: (+386 1) 4768 + ext. 

WWW: http://lmmri.fri.uni-lj.si/

Staff E-mail  Ext. 

Associate Professor Dr. Neža Mramor Kosta  neza.mramor@fri.uni-lj.si    258 
Associate Professor Dr. Bojan Orel  bojan.orel@fri.uni-lj.si   870 
Assistant Professor Dr. Gašper Fijavž  gasper.fijavz@fri.uni-lj.si   871 
Assistant Martin Vuk, M.Sc.  martin.vuk@fri.uni-lj.si   259
Teaching Assistant Andrej Rupar, B.Sc.  andrej.rupar@fri.uni-lj.si   259 
Assistant Sanja Fidler, B.Sc.  sanja.fidler@fri.uni-lj.si   871
Assistant Peter Kink, B.Sc. peter.kink@fri.uni-lj.si   259
Assistant Dr. Marko Boben marko.boben@fri.uni-lj.si   871 

RESEARCH ACTIVITIES 

The research activities of the laboratory involve various fields of mathe-
matics with special emphasis on applications to computer and infor ma-
tion science. The following areas of mathematics are studied:

scientific computing and numerical solutions of differential equations, in 
particular, methods for geometric integration of differential equations,

graph theory, mostly topological and structural properties of graphs, vertex 
 colorings of graphs and weighted graphs as a natural generalization of the 
channel assignment problem, 

algebraic topology, in particular cohomology of topological spaces with 
group actions, applications of topology to computer science, and compu-
tational topology,

nonlinear dynamical systems and their application in geometry, physics 
and mechanics,

linear and nonlinear mathematical techniques in appearance based mod-
els and their application to computer vision (in cooperation with the 
Computer vision laboratory),

computational geometry and geometry of cycles (in cooperation with 
members of the Faculty of Electrical Engineering and the Faculty of Math-
ematics and Physics) with applications to surface modeling,

in the area of incidence structures we study problems related to combina-
torial and geometric configurations (the study of combinatorial properties 
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of configurations via their incidence graphs, and the study of possibility 
of the realization of confiugrations in other incidence structures). 

The laboratory organizes the Mathematical seminar at the FRI, where 
members of the lab and other researchers report on current work, con-
nected to the research and teaching activities of the lab. 

Several members of the lab are also members of research groups of the 
Institute of Mathematics, Physics, and Mechanics. Members of the lab are 
involved in joint research work with other research groups at the Faculty 
of Computer and Information Science and the Faculty of Electrical Engi-
neering and with the following institutions: NTNU Trondheim, Norway, 
and University in Bergen, Norway.

TEACHING 

Members of the lab teach courses on the undergraduate level on cal-
culus, numerical mathematics, discrete mathematics and statistics with 
data analysis. Several of these courses are strongly supported by standard 
packages for visualization and computation like Mathematica or Matlab. 
On the graduate level, the courses Differential and compu ta tional geom-
etry, Numerical linear algebra, and Topology in Computer Science are 
offered.

EQUIPMENT 

The laboratory is equipped with computers connected into a local 
network with relevant computer algebra systems like Mathematica and 
Matlab. The computers run under Linux operating system and, as much 
as possible, public domain software is used. 

PROJECTS 

Algorithms for digital control of scanning probe microscopes, two-year 
applied research project funded by the Slovenian Ministry of Education, 
Science and Sports and Elatec d.o.o.

SELECTED REFERENCES

M. Boben, T. Pisanski. Polycyclic configurations, Eur.J Comb., 2003, (24), 
431–457.

M. Boben, T. Pisanski, D. Marušič, A. Orbanić, A. Graovac, The 10-cages 
and derived configurations. Discrete Math. 2004 (275), 265–276.

D. Bokal, G. Fijavž, M. Juvan, M. Kayll, R. Škrekovski. The circular chro-
matic number of a digraph, J. Graph Theory, 2004, vol. 46, no. 3, pp. 
227–240.

E. Celledoni, A. Iserles, S.P. Norsett, B. Orel. Complexity Theory for Lie 
Group Solvers, J. of Complexity 18 (2002), 242–286.

M. Cencelj, N. Mramor Kosta. CW decompositions of equivariant com-
plexes, Bull. Australian Math. Soc. 65 (2002), 45–53.

M. Cencelj, N. Mramor Kosta, A. Vavpetič. G-complexes with a compatible 
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CW structure. J. Math. Kyoto Univ., 2003, vol. 43, no. 3, pp. 466–479.

S. Fidler. Analiza neodvisnih komponent: Prešernova nagrada študentom. 
Ljubljana, 2002. 

S. Fidler, A. Leonardis. Robust LDA classification by subsampling, In 
Proceedings of the Conference on Computer Vision and Pattern Recogni-
tion, 2003.

S. Fidler, A. Leonardis. Robust LDA classification, In Proceedings of the 
27th workshop of the Austrian Association for Pattern Recognition, 2003. 
Best paper award. 

G. Fijavž, B. Mohar, Rigidity and separation indices of Paley graphs. Dis-
crete math., 2004, vol. 289, no. 1–3, pp. 157–161.

G. Fijavž. Minor-minimal 6-regular graphs in the Klein bottle. Eur. j. 
comb., 2004, vol. 25, no. 6, pp. 893–898.

G. Fijavž, B. Mohar, K6 minors in projective planar graphs, Combinatorica 
23 (2003), 453–465.

B. Jurčič Zlobec, N. Mramor Kosta. Configurations of cycles and the Apol-
lonius problem, Rocky Mountain J. Math. 31, (2001), 725–744. 

B. Jurčič Zlobec, N. Mramor Kosta. Geometric constructions on cycles. 
Rocky Mt. J. Math., 2004, vol. 34, no. 4, pp. 1565–1585. 

N. Mramor Kosta, B. Orel, M. Vuk (editors). Applications of modern mathe-
matical methods: Lecture notes of the 5th International CEEPUS Summer 
School, Ljubljana, FRI, 2001. 

N. Mramor Kosta, E. Trenklerova, On basic embeddings of compacta into 
the plane. Bull. Aust. Math. Soc., 2003, vol. 68, 471–480. 

A. Orbanić, M. Boben, G. Jaklič, T. Pisanski, Algorithms for drawing 
polyhedra from 3-connected planar graphs. Informatica (Ljublj.), 2004, 
(28), 239–243.

B. Orel, Real pole approximations to the exponential function. BIT, 1991, 
vol. 31, 144–159. 

B. Orel. Parallel Runge-Kutta methods with real eigenvalues. Applied 
Numerical Mathematics, 11(1993), 241–250. 

B. Orel, Extrapolated Magnus methods. BIT 41, 2001, 1089–1100. 

A. Rupar, A. Leonardis, N. Mramor Kosta: Robust Recognition Using the 
Tensor-Rank Principle, in Vision with Non-Traditional Sensors, 26th Work-
shop of the Austrian Association for Pattern Recognition (OAGM/AAPR) 
45–52, Graz, September 10–11, 2002.

M. Vuk, Integrable Systems and algebraic geometry, in Applications of 
modern mathematical methods: Lecture notes of the 5th International 
CEEPUS Summer School, Ljubljana, FRI, 2001, 201–204. 

M. Vilfan, M. Vuk: Nuclear spin relaxation of mesogenic fluids in spherical 
microcavities. J. chem. phys., 2004, vol. 120, str. 8638-8644.
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